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Combat aircraft utilize expendable stores such as missiles, bombs, flares, and

external tanks to execute their missions. Safe and acceptable separation of these stores

from the parent aircraft is essential for meeting the mission objectives. In many cases,

the employed missile or bomb includes an onboard guidance and control system to

enable precise engagement of the selected target. Due to potential interference, the

guidance and control system is usually not activated until the store is sufficiently far

away from the aircraft. This delay may result in large perturbations from the desired

flight attitude caused by separation transients, significantly reducing the effectiveness

of the store and jeopardizing mission objectives. The purpose of this research is to

investigate the use of a transitional control system to guide the store during separation.

The transitional control system, or “store separation autopilot”, explicitly accounts for

the nonuniform flow field through characterization of the spatially variant aerodynamics

of the store during separation. This approach can be used to mitigate aircraft-store

interference and leverage aerodynamic interaction to improve separation characteristics.

This investigation proceeds in three phases. First, system identification is used to

determine a parametric model for the spatially variant aerodynamics. Second, the store

separation problem is recast into a trajectory optimization problem, and optimal control

theory is used to establish a framework for designing a suitable reference trajectory with

explicit dependence on the spatially variant aerodynamics. Third, neighboring optimal
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control is used to construct a linear-optimal feedback controller for correcting deviations

from the nominal reference trajectory due varying initial conditions, modeling errors, and

flowfield perturbations. An extended case study based on actual wind tunnel and flight

test measurements is used throughout to illustrate the effectiveness of the approach and

to highlight the anticipated benefits of guided store separation.
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CHAPTER 1
BACKGROUND AND INTRODUCTION

1.1 Motivation

Tactical fighter and bomber aircraft have been used to carry and deliver ordinance

since shortly after the dawn of aviation. In the earliest stages of air combat, separation

of stores from the parent aircraft was of little concern. However, during the Vietnam War,

the employment of heavy stores from larger jet-powered aircraft, such as the McDonnell

Douglas F-4 Phantom, began to present difficulties for aircraft-store compatibility.

Specifically, scenarios in high-speed flight were encountered where the released store

failed to separate cleanly from the aircraft and instead became a projectile threatening

the aircraft and on occasion re-contacting the aircraft in flight causing catastrophic

damage and loss of life.

A store released from an aircraft in flight must traverse a nonuniform and unsteady

flow field that may include complex shock interactions, large velocity gradients, regions

of locally separated or reversed airflow, and severe flow angularity in the form of

sidewash and downwash. Stores released from an internal weapons bay may also

be subjected to a wake disturbance from the spoiler, dynamic pressure and velocity

gradients across the shear layer, high frequency vibrations due to acoustic noise, and

large perturbations in flow properties due to cavity oscillations.

Although the region of nonuniform flow near the aircraft is exceedingly small

compared to the full length of the store ballistic or fly-out trajectory, the effects are

significant. The flow field characteristics may cause the store to exhibit behavior that

compromises the safety of the airframe and crew or that compromises the effectiveness

of the store itself. Prediction of the flight characteristics of the store in the vicinity of

the aircraft is therefore vitally important for ensuring the safety and effectiveness of

the release. Modeling and Simulation capabilities also play an integral role in the

cost-effective assessment of separation characteristics for a range of aircraft and store
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configurations throughout the aircraft flight envelope. For challenging programs, the

corresponding ground and flight test activities require a significant amount of time and

resources to complete. Thus, store separation engineering is an integral part of air

combat system development.

1.2 Problem Description

Store separation engineering, a subset of aircraft-store compatibility, is concerned

with the flight characteristics of a store in proximity of the aircraft and other stores.

Ground test, flight test, simulation, and analysis procedures have been developed which

largely address the safety-of-flight issues first encountered in the Vietnam era. In most

cases, the store can be ejected away from the aircraft with a sufficient vertical velocity

and nose-down pitch rate to ensure safe separation. However, with the advent of smart

weapons, standoff capabilities, and focused lethality the challenge in successful store

separation has shifted from safety to acceptability [2]. Whereas an unsafe separation

may threaten the parent aircraft, an unacceptable separation may result in a failed

mission or significant collateral damage due to guidance problems, loss of control, or

damage to the store caused by the separation transients.

Modern sophisticated “smart” weapons are equipped with sensitive onboard

electronics including inertial measurement systems, GPS units, sensors, seekers, and

guidance computers. Standoff capability (the desirable ability to release a munition

far away from the intended target) has resulted in complex aerodynamic shapes with

neutral dynamic stability margins designed for maximum glide performance and minimal

energy loss. Focused lethality (the desirable ability to destroy a designated target while

minimizing collateral damage) has resulted in munitions that are smaller and lighter

and therefore more dramatically affected by the exigent flow field surrounding the

aircraft in flight. These tendencies have increased the sensitivity to separation-induced

transients [2], potentially leading to large angular rates and attitudes, excessive energy

loss, sensor saturation, structural limits, or departure from stable flight modes [3]. The
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challenge in store separation is thus to ensure safety while also maintaining acceptability

across the flight envelope.

Modern munitions are designed with an onboard guidance and control system

to enable precise engagement of the intended targets. However, the control system

is not usually activated until the store is sufficiently far away from the aircraft to avoid

any potential interference. Often, the separation-induced transients result in large

perturbations from the desired flight attitudes that require a dedicated “rate-capture”

phase for recovery before the munition can begin the fly-out trajectory. In the relatively

few cases where the autopilot is engaged earlier (to prevent build-up of irrecoverable

rates and attitudes), the mutual aerodynamic interference between the store and aircraft

is neglected in the autopilot design leading to increased risk through reduced confidence

in simulation capabilities and potentially unsafe behavior of the autopilot reacting to flow

field perturbations without consideration of the nearby aircraft.

The purpose of this research is to investigate the feasibility of using a transitional

control system, designed with the separation-induced transients in mind, to guide the

store along a preferred trajectory.

1.3 Research Objectives

The primary objective of this research is to develop a comprehensive approach to

improve the separation characteristics of modern ejector-launched guided munitions

by utilizing a transitional control system, or “store separation autopilot”, to guide

the store along an optimal trajectory. This investigation is intended to show the

significant increase in safety and acceptability that can be achieved through guided

store separation with minimal addition in cost and complexity of the guidance and control

system.

This dissertation is outlined as follows. First, a brief overview of store separation

modeling & simulation methodology is presented. Emphasis is placed on established

wind tunnel based prediction methods with some discussion of complementary CFD
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based methods. The rigid body equations of motion are derived and the aerodynamic

modeling approach used most frequently in store separation analysis is presented.

An overview of flight test data reduction and trajectory matching is discussed and

demonstrated with actual flight test results. This brief presentation of established

store separation modeling and simulation capabilities provides the foundation for the

remaining developments.

Next, System Identification (SID) techniques are used to develop a parametric

model for the spatially variant aerodynamic characteristics of a store during separation.

For nonlinear aerodynamic modeling of aircraft, it is common to use a multivariate

polynomial model structure with constant coefficients determined from experimental

data [4]. This approach is extended to the store separation problem by postulating a

multivariate polynomial model with spatially variant coefficients. The spatially variant

coefficients are parametrized as nonlinear functions consistent with the dominant flow

field characteristics and physically meaningful boundary conditions. The result of this

venture into system identification is a nonlinear parametric model capable of capturing

the salient store separation aerodynamics in a compact matrix expression. This reduced

order model is a valuable asset in its own right, offering insight into physical drivers

of store separation and providing an analytical framework for control system analysis

and design. Although the parametric model in this study is an analytical representation

of tabular time-averaged wind tunnel data, the techniques could also be applied to

aerodynamic data obtained from time-accurate Computational Fluid Dynamics (CFD)

trajectories. Extension of these methods to time-variant flowfield data (e.g. turbulence)

is left as a future development, though some pointers are given for how this may be

achieved.

Third, the store separation problem, with associated safety and acceptability

objectives, is restated as a trajectory optimization problem and application of classical

optimal control theory is used to develop a solution methodology that yields a candidate
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optimal trajectory with respect to the chosen costs and constraints. Indirect optimal

control methods are emphasized due to the decreased computational burden compared

to direct methods, as well as the additional physical insight offered by development of

the 1st order optimality conditions. An example of trajectory optimization is presented

using the planar store separation equations of motion and a simplified parametric

aerodynamic model. The simplified example is instructive and provides a solid starting

point for a more in-depth case study considered subsequently.

Fourth, with the open loop optimal trajectory solution as a reference, a store

separation autopilot is developed using the concept of neighboring optimal control

(NOC). The separation autopilot is a linear-optimal feedback controller that corrects

for deviations from the nominal trajectory due to disturbances, modeling uncertainties,

and varying initial conditions. The proposed infinite horizon neighboring optimal control

(IHNOC) strategy accounts for the spatially variant aerodynamics near the aircraft and

converges to a linear time invariant controller in far field conditions. The performance

of the separation autopilot is examined subject to a range of initial conditions, random

perturbations, and parameter variations.

Finally, the results above are extended to the full six degree-of-freedom (6DOF),

nonlinear, wind tunnel based simulation for select aircraft configurations and flight

conditions. The simulated performance of the controlled store separation approach is

compared with uncontrolled trajectories for the same initial conditions. Comparisons

with flight test data illustrate the significant improvement achievable with guided store

separation.

The cumulative process of system identification, trajectory optimization and

feedback control represents a comprehensive approach for achieving guided store

separation in a realistic environment. A graphical depiction of this process is shown in

Figure 6-1. A case study including a representative store with associated wind tunnel
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and flight test data is presented throughout to demonstrate the anticipated benefits of

guided store separation.

System 
Identification

Trajectory 
Optimization

Feedback
Control

Guided Store Separation

Figure 1-1. Relationship between system identification, trajectory optimization, and
feedback control for guided store separation.

1.4 Representative Case Study

The techniques developed during the course of this research are applicable to a

wide range of aircraft/store combinations. However, to illustrate the methods, a particular

case study was selected. The case study includes the F-16 Fighting Falcon and a

representative mid-size, vertically ejector-launched guided munition. Separation of a

representative munition from the F-16 is shown in 1-2.

Figure 1-2. F-16 release of a representative guided munition.

The F-16 is a multi-role supersonic fighter aircraft originally developed by General

Dynamics. The F-16 can be configured in an air-to-air or air-to-ground configuration and
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is equipped to carry a range of external stores. The selected F-16 case study provides

an ideal example for presenting established store separation analysis techniques as

well as extending the existing capability to include system identification and trajectory

optimization. Additional detail on the case study is discussed in later sections and

representative wind tunnel and flight test data are presented throughout.

1.5 Contributions

The primary contribution of this research is the development and demonstration

of a feasible strategy for implementing guided store separation. Previous studies have

highlighted the use of active control to improve separation characteristics, primarily as a

side benefit of demonstrating the use of a new CFD capability [5, 6]. However, this is the

first work to consider guidance and control specifically for store separation. Guidance

herein refers to the determination of the preferred path from release to a stable trimmed

flight condition with explicit dependence on the aerodynamic interaction between the

store and aircraft. Control herein refers to the manipulation of the aerodynamic forces

using control surface deflections to steer the store along the preferred trajectory in

the presence of disturbances. In particular, this is the first attempt to determine an

optimal trajectory for store separation. This is also the first attempt to design a “store

separation autopilot” with explicit dependence on the aerodynamic interaction between

the store and aircraft. The dependence of the guidance and control system on the

spatially variant aerodynamics relies on a parametric model developed using system

identification. This model is also the first attempt to develop a parametric model for

store separation aerodynamics. These contributions in terms of system identification,

trajectory optimization, and feedback control are summarized below

• Application of system identification to parametric modeling of store separation
aerodynamics. Freestream aerodynamics are modeled using a nonlinear
multivariate polynomial with constant coefficients. Aircraft/store aerodynamic
interference is modeled using a nonlinear multivariate polynomial with spatially
variant coefficients. The freestream and interference aerodynamic models
are unified in a compact matrix representation that captures the dominant
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aerodynamic characteristics of a store during separation and satisfies certain
physically meaningful boundary conditions.

• Application of optimal control theory to determine an optimal store separation
trajectory for a particular flight condition and flow field of interest. Safety and
acceptability performance metrics are quantified as a quadratic cost function.
The 1st order necessary conditions for optimal store separation with explicit
dependence on spatially variant aerodynamics are developed. Solutions to the
optimal control problem are approximated using indirect numerical methods
to solve the two-point boundary value problem. Using this approach, the
aerodynamic interaction between the store and aircraft is leveraged to improve
separation characteristics.

• Application of neighboring optimal control to develop a linear-optimal feedback
controller that accounts for deviations from the optimal store separation trajectory.
A novel statement of the neighboring optimal control problem with judicious
selection of cost and constraints leads to a formulation referred to as Infinite
Horizon Neighboring Optimal Control (IHNOC). IHNOC is used to construct a store
separation autopilot that accounts for the spatially variant aerodynamics near the
aircraft and converges to a linear time invariant controller in far field conditions.
Performance of the store separation autopilot in the presence of varying initial
conditions, random disturbances, and parameter variations is considered.

The contributions stated above are specific to the field of store separation

engineering. Indeed, the focus and intent of this research has been application of

identification and control theory to the particular challenges in store separation with the

vision of developing technology which may find real-world application in the near future.

However, this is not to exclude the academic contributions also gained by this research.

Store separation may be considered one particular realization of a class of systems

with rapidly varying parameters that depend nonlinearly on the state, e.g. a nonlinear

parameter varying system (NLPV). General theory for control of a NLPV system does

not exist. However, consideration of store separation provides valuable insight into such

a system and the methods developed herein may be useful for application to similar

systems.

The concept of infinite horizon neighboring optimal control (IHNOC) introduced

here is also a valuable academic contribution. The IHNOC strategy can be used to

improve performance for a system that must traverse a nonlinear operating or startup
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condition, followed by operation near an equilibrium condition for an indeterminate

length of time. An ad-hoc approach to controlling a system that exhibits this type of

behavior is to switch between two disparate controllers, but this is an inefficient method

that may introduce discontinuities in performance and exacerbate nonlinearities. The

alternative IHNOC approach considered here utilizes a single continuous full-state

feedback controller that converges to a time-invariant linear-optimal controller as the

system nonlinearities are dissipated. The store separation problem can be further

identified as a NLPV system that converges to a linear time-invariant (LTI) system under

suitable control, and the IHNOC provides an ideal solution for this particular system.

The application of IHNOC to systems other than store separation is beyond the scope of

this research, but the extended example considered here provides a solid foundation for

further development.

Finally, identification and control of flight characteristics in a rapidly varying

nonuniform flow field is not limited to store separation. It is also important to other

aerospace problems including landing of an aircraft in ground effect or variable winds,

aircraft wake-vortex encounter, flight through a microburst or wind shear, flight through

severe wind fields in an urban environment, employment of hypersonic research vehicles

from high-altitude carrier planes, and flight of multiple aircraft in close proximity such as

cooperative configuration or aerial refueling, to name a few. Extension of the methods

developed herein to these and similar problems is beyond the scope of the present work.

Nevertheless, the theoretical insight gained by application of identification and control to

a particular example of problems with spatially variant aerodynamics is instructive.
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CHAPTER 2
MATHEMATICAL MODELING OF STORE SEPARATION

2.1 Overview

Mathematical modeling and simulation (M&S) is used to reduce the risk, cost, and

schedule of aircraft-stores compatibility efforts and provides a valuable toolset for the

practicing store separation engineer. In a general store separation program, M&S will be

used to develop a streamlined and cost-effective wind tunnel test, perform sensitivity and

uncertainty analyses to determine best and worst-case predicted outcomes, down select

to configurations and flight conditions of interest for flight test, assess the risk of each

individual flight test event, and ultimately provide a certification recommendation to the

authorizing agency for operational use.

The modeling and simulation framework for store separation typically includes

aerodynamic data obtained from flight testing, computational fluid dynamics (CFD),

and wind tunnel testing. CFD provides a direct and increasingly reliable method

for determining store separation characteristics and is often used as an acceptable

alternative to wind tunnel test data. CFD can be used to generate time-accurate

dynamic store separation trajectories to match flight test [7] or static time-averaged flow

field solutions for use in offline simulations [8, 9]. In some anticipated low-risk cases,

CFD has been used as the sole source of aerodynamic data to determine separation

characteristics prior to or even in lieu of flight test. However, in many applications CFD

is not capable of replacing the wind tunnel entirely. Wind tunnel testing has long been

the dominant approach for characterizing store separation aerodynamics. Although

not without limitations, wind tunnel testing remains the method of choice for projects

with limited prior testing, aggressive capability requirements, or a substantial number

of configurations and flight conditions. In the most general case, CFD is used as a

valuable complement to wind tunnel test data, leveraging the strength of each resource

to complete the program with a suitable balance between costs, schedule, and risk.
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Emphasis for the present analysis has been placed on modeling with wind

tunnel data. The primary reason for this selection is the requirement to perform rapid

simulations for identification and optimization. However, given the interchangeable roles

of CFD and wind tunnel resources for store separation analysis, some effort has been

made to maintain applicability of the research methodologies to both data sources.

Mathematical modeling for store separation involves statement of the rigid body

equations of motion and development of mathematical models for each of the relevant

components that influence the store during separation. These models may include

aircraft maneuvering, ejector performance [10, 11], constraint mechanisms such as

rails or pivots [12], aerodynamic effects [13], configuration changes such as deploying

wings or fins [14], and control surface deflections [15]. The rigorous development of

each of these models is beyond the scope of the present work; instead, emphasis

will be placed primarily on rigid body dynamics, aerodynamic modeling, and flight test

validation. These three areas provide a sufficient foundation in store separation to

support development of system identification and trajectory optimization techniques in

Chapters 3 through 5.

2.2 Store Separation Equations of Motion

Mathematical modeling of store separation is accomplished by dividing the

separation event into three sequential phases based on the characteristic motion of

the store relative to the aircraft. During the first phase, the store is in continuous contact

with the aircraft and rigidly attached to the aircraft so the store and aircraft act as a

single rigid body. During the second phase, the store and aircraft are in continuous

contact but the store is moving relative to the aircraft. The contact forces between

the aircraft and store due to the ejector or constraint hardware determine the relative

motion. Finally, during the third phase, the store is in free flight and moving relative to

the aircraft under the influence of the nonuniform flow field.
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The first phase (a single aircraft-store rigid body) is valuable for analysis of flight

test results, but has little bearing on the simulation of a store during separation. Indeed,

the trajectory time is initiated at the instant of release, so all prior motion has only a

secondary effect on the separation through specification of the initial conditions of

inertial and flow field properties.

The second phase is highly situation dependent. Development of a suitable ejector

or constraint model can be a significant undertaking in itself, often requiring substantial

ground test data and analysis to be modeled adequately [11]. For most applications,

simulation of the contact forces applied to the store during separation is straightforward

when sufficient ground test data are available [16]. This research presumes that an

adequate ejector and/or constraint model can be specified. The end-of-stroke conditions

(measured or predicted) form the initial conditions for the free-flight phase.

The third phase, consisting of the store in free flight relative to the aircraft, is

historically the most difficult to characterize due to mutual aerodynamic interference and

it is also the region in which safety and acceptability are determined. Therefore, this

region is of particular interest for system identification and trajectory optimization.

The equations of motion for a store in free flight are similar to the equations of

motion for an aircraft in free flight since both are governed by the same physical

principles. However, a careful distinction is necessary due to the relative motion of

two neighboring bodies. Of particular interest is the store motion relative to the aircraft.

For this reason, the conventional flight dynamics reference frames, coordinate systems,

motion variables and nomenclature are modified to suit the unique application to store

separation.

2.2.1 Reference Frames and Coordinate Systems

Analysis of a store separating from an aircraft requires the development of a variety

of reference frames and coordinate systems to parameterize the motion variables.

Inertial quantities are used to predict the trajectory of the store, relative position and
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velocity are used to relate the motion of the store to a maneuvering aircraft, and the local

velocity relative to the wind is necessary to estimate the aerodynamic loads on the store

during release.

Reference frames and coordinate systems are dissimilar entities. Reference frames

are models of physical objects consisting of mutually fixed points, whereas coordinate

systems are abstract mathematical devices with no real physical counterpart [17]. A

reference frame, defined as a collection of at least three points in three-dimensional

Euclidean space such that the distance between any two points in the collection does

not change with time [18], is representative of an idealized rigid body. In contrast, a

coordinate system is a mathematical construct used to measure the parameters of

motion between reference frames.

Distinguishing between reference frames and coordinate systems allows derivation

of a vector form of the differential equations of motion that is coordinate-free and

appropriate for implementation in any suitable coordinate system. This provides a

physical basis for understanding the equations of motion before coordinate systems

are introduced with the associated algebraic complexity. Once the differential equations

have been expressed in a particular coordinate system, the final step prior to modeling

and simulation is to develop a matrix representation of the equations of motion. The

matrix representation provides a convenient form for programming the equations of

motion in a digital simulation. This three-part process of coordinate-free modeling,

coordinate system implementation, and matrix representation provides a systematic

way to approach a complicated dynamics problem. Several noted authors including

Kane and Levinson [19], Rao [18], and Zipfel [17] have helped to develop and refine this

process, adding significantly to the theoretical understanding and practical application

of rigid body dynamics. The author has found this process to be particularly valuable for

store separation given the distinctive nature and relative complexity of the problem.
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The reference frames of interest to store separation include the earth frame, inertial

frame, flight frame, aircraft frame, store body frame, atmospheric wind frame, and store

wind frame. While in principle it is possible to have multiple coordinate systems attached

to each frame (and oriented differently), the coordinate systems are uniquely related to

the corresponding frame. In particular, we make use of the earth axis, inertial axis, flight

axis, aircraft axis, store body axis, atmospheric wind axis, and store wind axis. Although

the names of the reference frames and coordinate axes overlap, it should be noted that

reference frames and coordinate systems are different entities and used in different

ways. The distinction should become clear through the context of the subsequent

discussion. For completion, the reference frames and coordinate axes are defined here.

Aircraft Axis A{ax , ay , az} . The Aircraft Axis A{ax , ay , az} is established in the

Aircraft Reference Frame A. The aircraft axis is closely related to the conventional

aircraft body axis encountered in flight dynamics literature (the directions are aligned;

only the points of origin are different). The origin of the aircraft axis, OA, is coincident

with the store CG at release and fixed with respect to the aircraft. The aircraft reference

frame rotates to maintain constant orientation with respect to the aircraft at all times.

The ax direction is parallel to the aircraft body axis and positive in the forward direction

as seen by the pilot. The ay direction is perpendicular to ax and positive out of the

right wing of the aircraft (starboard) as seen by the pilot. The az direction is defined by

az = ax × ay and by consequence is positive downward as seen by the pilot. A graphical

depiction of the aircraft axis is shown in Figure 2-1.

Store Body Axis B{bx , by , bz} . The Store Body Axis B{bx , by , bz} is established

in the Store Body Reference Frame B . The origin of the store body axis, OB , is

determined by the store CG, which may in principle change during the trajectory (due

to changing configurations or burning propellant). The bx direction is aligned with the

centerline of the store and positive out of the nose. The bz direction is perpendicular

to bx and positive downward. The by direction is determined by by = bz × bx and by
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Figure 2-1. Definition of aircraft axis coordinate system.

consequence is positive out of the starboard side of the store. The body axis is oriented

with respect to the aircraft axis by the installed incidence angles. The store body axis is

shown graphically in Figure 2-2.

b
x

b
y

b
z

Figure 2-2. Definition of store body axis coordinate system.

Earth Axis E{ex , ey , ez}. The Earth Axis E{ex , ey , ez} is established within

the Earth Reference Frame E . For typical flight vehicle navigation equations, the

north-east-down directions with reference to the latitude and longitude of the vehicle

determine the earth axis directions. However, for store separation, a local approximation

is sufficient. Implicit in this approximation is the assumption of a flat earth. The earth

axis origin OE is defined as the store CG at the moment of release. The origin is fixed in
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space relative to the surface of the earth. The primary direction of interest for the earth

axis is the local vertical ez , which defines the orientation of the gravity vector. The vector

ey is perpendicular to ez and is positive out of the right wing of the aircraft (starboard)

as seen by the pilot. The vector ex is defined by the cross product ex = ey × ez and by

consequence lies in the local horizontal plane positive in the forward direction as seen

by the pilot.

Inertial Axis I{ix , iy , iz}. The Inertial Axis I{ix , iy , iz} is established in the Inertial

Reference Frame I . The choice of an inertial reference frame is of crucial importance for

dynamics problems in general and flight mechanics problems in particular. An inertial

reference frame is adequately described as a reference frame at rest with respect to the

distant stars. In many flight vehicle applications, the earth itself can serve as a suitable

reference frame. In store separation analysis, a further approximation is warranted.

The inertial reference frame is selected as a hypothetical frame moving at a constant

translational velocity relative to the earth, where the velocity and orientation of the frame

are determined by the aircraft flight axis velocity and orientation at the instant the store

is released. This provides an important advantage of referencing the inertial motion of

the store and the aircraft to the same inertial reference frame and provides a convenient

way to describe the relative motion between the store and aircraft. In the limiting case

of straight and level flight during release, the aircraft itself becomes a suitable inertial

reference frame and the store motion relative to the aircraft is directly obtained. For

more general aircraft maneuvers, a transformation is straightforward using the common

inertial reference frame. The origin of the inertial axis, OI , is coincident with the store

CG at the moment of release and travels in a straight line with a constant velocity equal

to the velocity of the flight axis at the instant of release. The ix direction is defined by

the velocity vector of the aircraft flight axis at the moment of release and remains at a

constant orientation with respect to the earth. The iy direction is positive in the direction

of the right wing of the aircraft (starboard) as seen by the pilot. The iz direction is
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determined by iz = ix × iy and consequently is positive in the downward direction. If the

aircraft flight path angle and bank angle at t = 0 are both identically zero, which is the

most common scenario of interest for store separation, then the inertial axis I{ix , iy , iz}

is aligned with the earth axis E{ex , ey , ez} , with the origin of the inertial axis moving at a

constant velocity relative to the origin of the earth axis.

Flight Axis F{fx , fy , fz} . The Flight Axis F{fx , fy , fz} is established in the Flight

Reference Frame F . The flight axis is defined by the direction of the aircraft velocity

vector throughout the trajectory. The flight axis is coincident with the inertial axis at the

instant of release, but translates and rotates relative to the inertial axis as the aircraft

velocity vector changes. For steady flight conditions, the flight axis and inertial axis

remain coincident throughout the trajectory. The origin of the flight axis, OF , is defined

as a point coincident with the store CG at the moment of release but is fixed relative

to the aircraft and thus translates along with the aircraft during the maneuver. The

fx direction is aligned with the aircraft velocity vector throughout the maneuver. The

orientation of the fx direction with respect to the ex direction is determined by the aircraft

flight path angle. The fy direction is perpendicular to fx and positive out of the right wing

(starboard) as seen by the pilot. The orientation of the fy direction with respect to the

ey direction is determined by the aircraft bank angle. If the aircraft flight path angle and

bank angle are identically zero throughout the trajectory, then the flight axis is aligned

with the earth axis (and consequently the inertial axis). The orientation of the aircraft

axis with respect to the flight axis is determined by the aircraft incidence angles (angle of

attack and angle of sideslip). In steady flight, the incidence angles are constant and the

orientation of the aircraft axis with respect to the flight axis is constant. The relationship

between the flight axis, inertial axis, and earth axis is shown in Figure 2-3.1

1 Displacement of the inertial axis is exaggerated for clarity.
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Figure 2-3. Definition of earth, inertial, and flight axes.

Atmospheric Wind AxisW {wx ,wy ,wz} . The Atmospheric Wind AxisW {wx ,wy ,wz}

is established in the Atmospheric Wind Reference FrameW . For the purposes of store

separation, the atmospheric winds surrounding the aircraft at release are assumed

to be monolithic (uniform) and moving at a constant velocity relative to the surface

of the earth. The particular velocity of the wind is rarely important since only the

motion of the store relative to the wind and relative to the aircraft is of interest. The

monolithic assumption allows the wind to be modeled as an idealized rigid body and

represented by a reference frame. The assumed constant translational velocity also

qualifies the atmospheric wind frame as a suitable inertial reference frame, a fact that

will be useful in deriving the so-called wind axis equations of motion. The atmospheric

wind axisW {wx ,wy ,wz} is aligned with the earth axis E{ex , ey , ez} with the origin of

the atmospheric wind axis OW moving at a constant velocity relative to the origin of the

earth axis OE , where the magnitude of the velocity is defined by the atmospheric winds.

If the atmospheric winds are assumed to be identically zero, then the atmospheric wind

axis and earth axis are coincident.
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Store Wind Axis S{sx , sy , sz} . The Store Wind Axis S{sx , sy , sz} is established

in the Store Wind Reference Frame. The store wind axis is quite different from the

previously defined atmospheric wind axis. The origin of the store wind axis OS is

coincident with the store CG throughout the trajectory. The velocity of the store relative

to the local wind reference frame determines the orientation of the store wind axis. The

velocity and orientation of the store wind axis with respect to the atmospheric wind axis

is essential for determining the aerodynamic forces acting on the store during flight. The

sx direction rotates to maintain alignment with the store velocity vector. The sz direction

is perpendicular to sx and positive in the downward direction. The sy direction is defined

by sy = sz × sx . The store wind axis is shown graphically in Figure 2-4.
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Figure 2-4. Definition of store wind axis coordinate system.

So far, seven reference frames and associated coordinate systems have been

introduced. In practice, several more coordinate systems are needed to model store

separation including the suspension, carriage, pylon, reference, and grid axis systems.

For missiles, the aeroballistic coordinate system is usually introduced. And for wind

tunnel testing and flight test data reduction, a multitude of additional coordinate systems
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are needed. However, for the purposes of deriving the store separation equations of

motion relative to a maneuvering aircraft, these seven definitions will suffice.

2.2.2 Coordinate Free Equations of Motion

Using reference frames as a physical entity representing an idealized rigid body,

the equations of motion for a flight vehicle can be derived in a coordinate free manner

without the associated algebraic complexities. Once the coordinate free equations

of motion have been developed, they can be implemented in any suitable coordinate

system(s).

Let t = 0 be defined at the instant the store begins to move relative to the aircraft

(the moment of release). Also, let the position of the center of mass of the store at the

moment of release be defined as the point OB . It is assumed that the store is acted on

by a uniform gravitational field so the center of mass (CM) and the center of gravity (CG)

are coincident. The position of the Store CG relative to an inertially fixed point at any

time t > 0 is defined as rB . Note that rB is a vector that represents a physical entity, the

existence of which is not dependent on a particular coordinate system. In preparation for

the use of Euler’s Laws, it is necessary to differentiate the position rB to get the velocity

of the store CG as seen by an observer in the inertial reference frame. The expression is

shown in Equation (2–1) where the left superscript I [ ] denotes a derivative as seen by

an observer fixed in an inertial reference frame.

IvB =
Id

dt
rB (2–1)

Similarly, the acceleration of the store CG is shown in Equation (2–2).

IaB =
Id

dt
IvB (2–2)

Applying Eulers 1st Law (a generalization of Newtons 1st Law to a rigid body)

provides the first vector equation of motion for the translational dynamics, Equation (2–3).

F = mIaB (2–3)
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In Equation (2–3), F is the total gravitational, contact, and aerodynamic force acting on

the vehicle and m is the mass of the store, assumed to be constant for the duration of

the trajectory (this assumption can be relaxed for missiles expelling propellant, but here

it is assumed the change in mass is negligible over the relatively short time period of

interest during store separation).

Eulers Law is only valid for the velocity and acceleration relative to an inertial

reference frame. However, in determining an expression for the velocity and acceleration

of the store CG, the most concise form that is consistent with the measurements

obtained from a body-fixed measurement system is desirable. When the velocity of the

store CG is expressed in any suitable body-fixed coordinate system, the acceleration is

more concisely determined using the rotational time derivative [17] or transport theorem

[18]. The angular velocity of the store body frame relative to the inertial reference frame

is defined as IωB . The acceleration can be expressed as shown in Equation (2–4).

IaB =
Bd

dt
IvB +

(

IωB × IvB
)

(2–4)

Rewriting Eulers 1st law results in the final coordinate-free form of the translational

equations of motion for a flight vehicle as shown in Equation (2–5).

F = m

[

Bd

dt
IvB +

(

IωB × IvB
)

]

(2–5)

Considering the rotational equations of motion, the moment of inertia tensor

referenced to the store CG and expressed in a body-fixed coordinate system is

defined as IBB . Again, the moment of inertia tensor represents a physical quantity

and is therefore coordinate free. Once expressed in a particular coordinate system, the

representation of the moment of inertia tensor will take on a conventional matrix form.

The moment of inertia tensor can be used to define the angular momentum of the store

frame relative to the inertial frame as shown in Equation (2–6).

IHB = I
B
B ·I ωB (2–6)
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Applying Eulers 2nd Law, the following coordinate-free result is obtained.

M =
Id

dt
IHB =

Id

dt

(

IBB ·I ωB
)

(2–7)

In Equation (2–7),M is the total moment acting on the store due to aerodynamic

and contact forces (the moment due to the gravitational field is neglected since the

gravitational field is assumed to be uniform).

Again, it is desirable to express all quantities in a coordinate system fixed to the

body. This implies that the most efficient way to evaluate the time derivative with respect

to the inertial frame is to apply the transport theorem, as shown in Equation (2–8).

M =
Id

dt

(

IBB · IωB
)

=
Bd

dt

(

IBB · IωB
)

+ IωB ×
(

IBB · IωB
)

(2–8)

For this derivation, it is assumed that the moment of inertia tensor is constant when

expressed in any body-fixed coordinate system. This assumption is not necessarily

the case for many applications in store separation due to deploying fins or moving

control surfaces. The difficulty in modeling such effects is not primarily the complexity

of the equations of motion, which are tractable, but in modeling the complexity of the

aerodynamic effects of changing store configurations. At least one effort has been made

to take the aerodynamic and inertial changes into consideration [14]. For simplicity

of the current development, the inertia properties will be assumed constant. This is

considered a justified assumption due to (1) the short time duration of interest for store

separation (approximately 1 sec) and (2) the relatively minor effect on the equations of

motion due to inherently small mass of the control surfaces compared to the store itself.

The assumption could be relaxed without affecting the validity of Chapters 3 through 6,

but the additional complexity is not warranted for this study.
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Given the constancy of the moment of inertia tensor and linear properties of the

time derivative, Eulers 2nd law can finally be expressed as shown in Equation (2–9).

M =
Id

dt

(

IBB · IωB
)

=

(

IBB ·
Bd

dt
IωB

)

+ IωB ×
(

IBB · IωB
)

(2–9)

It is noted that the time derivative Bd IωB
/

dt in Equation (2–9) is efficiently evaluated

since the angular velocity is expressed in a coordinate system fixed in the body

reference frame.

2.2.3 Standard Body-Axis Equations of Motion

The coordinate-free equations of motion derived in Section 2.2.2 are applicable

to a wide range of dynamic systems, including any rigid body in free fall. In this

section, the application begins to get specific to flight vehicles as the coordinate

systems of interest are selected. The derivation of the standard body axis equations

of motion is accomplished by expressing the coordinate-free equations in the body

axis B{bx , by , bz}. The body axis equations are the most frequently used form of the

equations of motion in store separation analysis. The derivation can be separated into

translational dynamics, rotational dynamics, translational kinematics, and rotational

kinematics.

2.2.3.1 Translational dynamics

To apply Eulers 1st Law, it is necessary to specify a coordinated form of the vector

quantities defined in Section 2.2.2. For simplicity, generalized coordinates for the

velocity and angular acceleration are introduced [20]. Equation (2–10) provides the

velocity of the store CG as seen by an observer fixed in an inertial reference frame and

measured in a coordinate system fixed to the body. The scalar components IuBB , IvBB ,

and IwBB in Equation (2–10) represent the generalized velocity coordinates of the body

([ ]B) frame relative to the inertial (I [ ]) frame, expressed in the body ([ ]B) frame.

IvB =
IuBB bx +

IvBB by +
IwBB bz (2–10)
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Equation (2–11) gives the time derivative of the velocity as seen by an observer

in the body frame, where the “dot” notation (e.g. I u̇BB ) is short hand for the scalar time

derivative.
Bd

dt
IvB =

I u̇BB bx +
I v̇BB by +

I ẇBB bz (2–11)

Similarly, Equation (2–12) gives the angular velocity, where the scalar components

IpBB ,
IqBB ,

I rBB represent the generalized angular velocity coordinates of the body ([ ]B)

frame relative to the inertial (I [ ]) frame, expressed in the body ([ ]B) frame.

IωB = IpBB bx +
IqBB by +

I rBB bz (2–12)

The time derivative of the angular velocity in the body frame immediately follows.

Bd

dt
IωB = I ṗBB bx +

I q̇BB by +
I ṙBB bz (2–13)

The translation and angular velocities can also be written in a compact matrix

notation, as shown in Equations (2–14a) and (2–14b).

[

IvB
]B
=
[

IuBB ,
IvBB ,

IwBB
]T

(2–14a)
[

IωB
]B
=
[

IpBB ,
IqBB ,

I rBB
]T

(2–14b)

The quantities
[

IvB
]B

and
[

IωB
]B

are the matrix representation of the vectors IvB and

IωB in the body axis. The matrix representation is a convenient form for programming

the equations and gives rise to a self-defining naming convention that is particularly

useful in developing a computer simulation [21].

The translational equations of motion include the total force F , which accounts for

the gravitational, contact, and aerodynamic forces applied to the store during separation,

with the resulting vector equation shown in Equation (2–15).

F = FG + FC + FA (2–15)
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Equation (2–15) is coordinate free, but must be parameterized in a particular

coordinate system to be used further. The contact and aerodynamic forces are suitably

expressed in a body-fixed coordinate system.

FC = FCx bx + FCy by + FCzbz (2–16)

FA = FAx bx + FAy by + FAzbz (2–17)

The gravitational force is expressed in an earth fixed coordinate system, as shown

in Equation (2–18).

FG = FGg = mg ez (2–18)

The orientation of the store body axis with respect to the inertial axis is given by the

standard (yaw-pitch-roll) Euler rotation sequence and the corresponding transformation

matrix, as shown in Equation (2–19).

[T ]BI =
[

T
(

φIB
)]BY [

T
(

θIB
)]YX [

T
(

ψIB
)]XI

(2–19)

The quantities ψIB , θ
I
B ,φ

I
B are the yaw, pitch, and roll angles of the store body frame

with respect to the inertial frame and the frames X and Y are intermediate reference

frames. The rotations correspond to three simple rotations about the z , y , and x axes (a

so-called 3-2-1 rotation). The expanded transformation matrix is shown in (2–20), where

the trigonometric terms sin and cos have been abbreviated as s and c, respectively.

[T ]BI =













1 0 0

0 cosφIB sin φIB

0 − sin φIB cosφIB

























cos θIB 0 − sin θIB
0 1 0

sin θIB 0 cos θIB

























cosψIB sinψIB 0

− sinψIB cosψIB 0

0 0 1













=













cψIB cθ
I
B cθIB sψ

I
B − sθIB

cψIB sφ
I
B sθ

I
B − cφIB sψIB cφIB cψ

I
B + sφ

I
B sψ

I
B sθ

I
B cθIB sφ

I
B

sφIB sψ
I
B + cφ

I
B cψ

I
B sθ

I
B cφIB sψ

I
B sθ

I
B − cψIB sφIB cφIB cθ

I
B













(2–20)
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In the most general case, the inertial axis is oriented with respect to the earth axis

through the flight path angle of the aircraft at t = 0, defined as γEI , which is always

constant throughout the simulation, regardless of the aircraft maneuver. The bank

angle of the aircraft at t = 0, defined as φEI , is also used to define the orientation

of the inertial axis relative to the earth axis and becomes important in defining the

direction of gravity. The heading angle of the aircraft at t = 0 is immaterial from a

store separation perspective due to the flat earth assumption. A graphical depiction

of the earth-to-inertial transformation is shown in Figure 2-5. The earth-to-inertial

transformation matrix is given in Equation (2–21).
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Figure 2-5. Earth-to-inertial axis transformation.

[T ]IE =













1 0 0

0 cos φEI sinφEI

0 − sinφEI cos φEI

























cos γEI 0 − sin γEI
0 1 0

sin γEI 0 cos γEI













=













cos γEI 0 − sin γEI
sin γEI sin φ

E
I cosφEI cos γEI sinφ

E
I

cos φEI sin γ
E
I − sin φEI cos γEI cos φEI













(2–21)

Using the combined transformations [T ]BE = [T ]BI [T ]IE , the orientation of the

gravity vector in the body axis is given as shown in Equations (2–22) and (2–23a)

through (2–23c).
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[FG ]
B = [T ]BE [FG ]

E = [T ]BI [T ]IE [FG ]
E (2–22)

FG · bx =−mg(cos γEI cos φEI sin θIB + cosψIB cos θIB sin γEI

− cos γEI cos θIB sin φEI sinψIB)
(2–23a)

FG · by = mg(sin γEI (cosφIB sinψIB − cosψIB sinφIB sin θIB)

+ cos γEI sin φ
E
I (cosφ

I
B cosψ

I
B + sin φ

I
B sinψ

I
B sin θ

I
B)

+ cos γEI cosφ
E
I cos θ

I
B sin φ

I
B)

(2–23b)

FG · bz =−mg(sin γEI (sinφIB sinψIB + cos φIB cosψIB sin θIB)

+ cos γEI sinφ
E
I (cosψ

I
B sinφ

I
B − cosφIB sinψIB sin θIB)

− cos γEI cosφIB cosφEI cos θIB)

(2–23c)

Returning to Eulers 1st Law applied to a flight vehicle, Equation (2–5), and

combining Equations (2–16), (2–17), (2–18), and (2–22) results in the three scalar

translational equations of motion shown in Equations (2–24a) through (2–24c).

Substitution of the scalar products is straightforward using Equations (2–23a) through

(2–23c).

FCx + FAx + FG · bx = mI u̇BB +m
(

IqBB
IwBB − I rBB

IvBB
)

(2–24a)

FCy + FAy + FG · by = mI v̇BB −m
(

IpBB
IwBB − I rBB

IuBB
)

(2–24b)

FCz + FAz + FG · bz = mI ẇBB +m
(

IpBB
IvBB − IqBB

IuBB
)

(2–24c)

Equations (2–24a) through (2–24c) represent the general case when the aircraft

bank angle and flight path angle are non-zero at the moment of release. Two simplified

cases are also of interest. First, when the aircraft is in wings-level flight ( φEI = 0 ), the

gravity vector expressed in the body axis is given by Equation (2–25). The resulting
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translational equations of motion are given by Equations (2–26a) through (2–26c).

[FG ]
B = mg













−( cγEI sθIB + cψIB cθIB sγEI )

( sγEI ( cφ
I
B sψ

I
B − cψIB sφIB sθIB) + cγEI cθIB sφIB)

−( sγEI ( sφIB sψIB + cφIB cψIB sθIB)− cγEI cφIB cθIB)













(2–25)

FCx + FAx−mg( cγEI sθIB + cψIB cθIB sγEI ) =

m (I u̇BB +
IqBB

IwBB − I rBB
IvBB )

(2–26a)

FCy + FAy+mg( sγ
E
I ( cφ

I
B sψ

I
B − cψIB sφIB sθIB) + cγEI cθIB sφIB) =

m (I v̇BB − IpBB
IwBB − I rBB

IuBB )

(2–26b)

FCz + FAz−mg( sγEI ( sφIB sψIB + cφIB cψIB sθIB)− cγEI cφIB cθIB) =

m (I ẇBB +
IpBB

IvBB − IqBB
IuBB )

(2–26c)

Second, when the inertial axes are aligned with the earth axes (e.g. the aircraft is

in straight, wings-level flight at t = 0), the constants γEI = φEI = 0, and the gravity force

expressed in body axes reduces to the matrix representation given by Equation (2–27).

[FG ]
B = mg













− sin θIB
cos θIB sin φ

I
B

cos φIB cos θ
I
B













(2–27)

In this special case, the scalar translational equations of motion reduce to the

following classical form for a flight vehicle [22], as shown in Equations (2–28a) through

(2–28c).

FCx + FAx −mg sin θIB = mI u̇BB +m(IqBB IwBB − I rBB
IvBB ) (2–28a)

FCy + FAy +mg cos θ
I
B sin φ

I
B = m

I v̇BB −m(IpBB IwBB − I rBB
IuBB ) (2–28b)

FCz + FAz +mg cos φ
I
B cos θ

I
B = m

I ẇBB +m(
IpBB

IvBB − IqBB
IuBB ) (2–28c)
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Note that even though the form of the Equations (2–28a) through (2–28c) is

identical to the classical form, the meaning of the dynamic motion variables is different.

The translational velocities are defined relative to a moving inertial reference frame,

so the velocities are identically zero at the moment of release even though the store

is moving relative to the surrounding air mass (and the surface of the earth). This

distinction becomes important when determining the aerodynamic forces and moments.

2.2.3.2 Translational kinematics

The position vector of the store CG with respect to the origin of the inertial axis

system is given by rB , which is conveniently expressed in inertial coordinates.

rB =
Ix IB ix +

Iy IB iy +
Iz IB iz (2–29)

The time derivative of the position vector as seen by an observer fixed in the

inertial reference frame gives the velocity of the store with respect to the inertial frame,

expressed in inertial axes.

IvB =
IdrB

dt
= I ẋ IB ix +

I ẏ IB iy +
I ż IB iz (2–30)

The quantity IvB was defined in Equation (2–10) to be IvB = IuBB bx +
I vBB by +

IwBB bz

and since both expressions represent the same physical quantity, the expressions must

be equivalent.

IvB =
I ẋ IB ix +

I ẏ IB iy +
I ż IB iz =

IuBB bx +
IvBB by +

IwBB bz (2–31)

Using the body-to-inertial transformation matrix in Equation (2–20), the two

expressions can be evaluated in the same coordinate system, shown in vector form

in (2–32) and matrix form in (2–33).

[

IvB
]I
=
[

T̄
]BI [IvB

]B
= [T ]IB

[

IvB
]B

(2–32)
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I ẋ IB

I ẏ IB

I ż IB













= [T ]IB













IuBB

IvBB

IwB













(2–33)

Equation (2–33) can be expressed as three scalar kinematic differential equations

for the translational equations of motion, which apply regardless of the aircraft maneuver

at release.

I ẋ IB =
IwBB (sin φ

I
B sinψ

I
B + cosφ

I
B cosψ

I
B sin θ

I
B)

− IvBB (cosφ
I
B sinψ

I
B − cosψIB sinφIB sin θIB) + IuBB cosψIB cos θIB

(2–34a)

I ẏ IB =
IvBB (cosφ

I
B cosψ

I
B + sin φ

I
B sinψ

I
B sin θ

I
B)

− IwBB (cosψ
I
B sin φ

I
B − cos φIB sinψIB sin θIB) + IuBB cos θIB sinψIB

(2–34b)

I ż IB =
IwBB cosφ

I
B cos θ

I
B − IuBB sin θ

I
B +

IvBB cos θ
I
B sinφ

I
B

(2–34c)

In order to determine the proximity of the store with respect to the aircraft, the

translational kinematics must also account for the aircraft maneuver relative to the

inertial frame. This derivation is continued in Section 2.2.5.

2.2.3.3 Rotational dynamics

Euler’s 2nd Law for a rigid body applied to a flight vehicle has been previously given

in Equation (2–9). In order to carry the above operations further, the moment of inertia

tensor IBB must be expressed in coordinate form as shown in Equation (2–35).

IBB = Ixx bx ⊗ bx + Iyy by ⊗ by + Izz bz ⊗ bz + Ixz bx ⊗ bz + Izx bz ⊗ bx (2–35)

In Equation (2–35), Ixx , Iyy , Izz are the moments of inertia, Ixz = Izx is the product

of inertia. The remaining products of inertia are zero, Ixy = Iyx = Iyz = Izy = 0, due to

symmetry of the flight vehicle in the x–z plane. The expressions bi ⊗ bj for i , j = x , y , z

represent the dyadic product between to basis vectors bi and bj . The assumption of

symmetry of the flight vehicle is not strictly necessary and the derivation could be

continued without the assumption, albeit with more lengthy expressions. However,
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nearly all stores are symmetric or nearly symmetric in the x–z plane, so the assumption

is made for the sake of simplicity in the resulting equations of motion. The choice of the

body axis as the preferred coordinate system is crucial since the body frame is the only

frame in which the moment of inertia tensor is constant. The moment of inertia tensor

can also be represented as a matrix quantity, as shown in Equation (2–36).

[

IBB
]

=













Ixx 0 −Ixz
0 Iyy 0

−Ixz 0 Izz













(2–36)

Given the dyadic representation in Equation (2–35) with prior results for IωB and

Bd IωB
/

dt in Equations (2–13) and (2–13), Eulers 2nd Law for a flight vehicle can be

written as three scalar differential equations of motion shown in Equation (2–37a)

through (2–37c).

MCx +MAx =
I ṗBB Ixx − I ṙBB Ixz + (

IqBB )(
I rBB ) (Izz − Iyy)− (IqBB )(IpBB ) Ixz (2–37a)

MCy +MAy =
I q̇BB Iyy + (

IpBB )(
I rBB ) (Ixx − Izz)−

(

(

IpBB
)2 −

(

I rBB
)2
)

Ixz (2–37b)

MCz +MAz =
I ṙBB Izz − I ṗBB Ixz + (

IpBB )(
IqBB ) (Iyy − Ixx) + (IqBB )(I rBB ) Ixz (2–37c)

2.2.3.4 Rotational kinematics

The angular velocity of the store relative to the inertial frame is expressed in terms

of the generalized coordinates IpBB ,
IqBB ,

I rBB , as shown in Equation (2–38).

IωB = IpBB bx +
IqBB by +

I rBB bz (2–38)

The body-to-inertial transformation matrix, shown in Equation (2–39) and expanded

in Equation (2–40), gives the angular orientation of the store relative to the inertial axis

as a series of three consecutive rotations, where X and Y are intermediate reference

frames.

[T ]BI =
[

T
(

φIB
)]BY [

T
(

θIB
)]YX [

T
(

ψIB
)]XI

(2–39)
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[T ]BI =













1 0 0

0 cφIB sφIB

0 −sφIB cφIB

























cθIB 0 −sθIB
0 1 0

sθIB 0 cθIB

























cψIB sψIB 0

−sψIB cψIB 0

0 0 1













(2–40)

The angular velocity can also be expressed as the combination of three simple

rotational velocities about the corresponding axes. Since IωB represents a physical

quantity, these expressions must be equivalent, as shown in vector form in Equation

(2–41) and matrix form in Equation (2–42).

IωB = ψ̇IBxz + θ̇
I
Byy + φ̇

I
B bx =

IpBB bx +
IqBB by +

I rBB bz (2–41)

[

IωB
]B
= ψ̇IB

[

T
(

φIB
)]BY [

T
(

θIB
)]YX













0

0

1













+ θ̇IB
[

T
(

φIB
)]BY













0

1

0













+ φ̇IB













1

0

0













(2–42)

Equating the two sets of expressions results in three scalar kinematic differential

equations, given in Equations (2–43a) through (2–43c).

IpBB = φ̇IB − ψ̇IB sin(θ
I
B) (2–43a)

IqBB = ψ̇IB cos θ
I
B sin φ

I
B + θ̇

I
B cos(φ

I
B) (2–43b)

I rBB = ψ̇IB cos θ
I
B cos φ

I
B − θ̇IB sin(φ

I
B) (2–43c)

2.2.3.5 Collected body-axis equations of motion

The translational and rotational relationships above result in twelve first order

differential equations of motion corresponding to the rigid store six degrees of freedom.

The equations of motion can be written in state-space form suitable for analysis using

modern control methods or integration with a numerical ordinary differential equation

(ODE) solver. The twelve differential equations previously derived can be expressed in

state space form by solving for the individual scalar derivatives. The results are collected

below. These results reflect equations corresponding to a flight path angle and bank

angle identically equal to zero at release, rendering a simplified expression for the
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gravity vector in body coordinates. Furthermore, it is understood that these equations

are valid in the body axis and representing motion variables relative to an inertial axis.

As such, the superscript notation has been omitted. For this special case, the results

are consistent with the equations presented in the predominant flight dynamics literature

[17, 22, 23].

Translational Kinematics

ẋ = w( sφ sψ + cφ cψ sθ) − v( cφ sψ − cψ sφ sθ) + u cψ cθ (2-44a)

ẏ = v( cφ cψ + sφ sψ sθ)− w( cψ sφ− cφ sψ sθ) + u cθ sψ (2-44b)

ż = w cφ cθ − u sθ + v cθ sφ (2-44c)

Rotational Kinematics

φ̇ = p + (q sin φ+ r cosφ) tan θ (2-45a)

θ̇ = q cosφ− r sin φ (2-45b)

ψ̇ = (q sinφ+ r cos φ) sec θ (2-45c)

Translational Dynamics

u̇ = (Fx −mg sθ −mqw +mrv) /m (2-46a)

v̇ = (Fy +mpw −mru +mg cθ sφ) /m (2-46b)

ẇ = (Fz −mpv +mqu +mg cφ cθ) /m (2-46c)

Rotational Dynamics

ṗ =
(

IxzMz + IzzMx + I1qr + I2pq
)

/
(

Ixx Izz − I 2xz
)

(2-47a)

I1 :=
(

Iyy Izz − I 2xz − I 2zz
)

I2 := (Ixx Ixz − Ixz Iyy + Ixz Izz)

q̇ =
(

My − Ixzp2 + Ixzr2 − Ixxpr + Izzpr
)

/Iyy (2-47b)

ṙ = (IxzMx + IxxMz + I3qr + I4pq) /
(

Ixx Izz − I 2xz
)

(2-47c)

I3 := (Ixz Iyy − Ixx Ixz − Ixz Izz) I4 :=
(

I 2xx + I
2
xz − Ixx Iyy

)
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2.2.4 Wind-Axis Equations

The choice of a suitable inertial axis is important for expressing the physical laws

that govern rigid body motion but the inertial axis alone is not sufficient for describing

the forces acting on a vehicle in flight. Rather, the aerodynamic forces and moments

are determined by the vehicle motion relative to the surrounding air mass. In traditional

flight dynamics literature, the wind-axis origin is located at the CG of the flight vehicle

(and thus translates with the vehicle tracing out the trajectory of the CG over time), but

rotates relative to the vehicle to maintain constant alignment with the velocity vector.

However, by convention in store separation analysis, the wind reference frame is used

to denote the atmosphere surrounding the aircraft at the time of release. Here, the

symbolW denotes the reference frame affixed to the atmospheric wind that is assumed

to be uniform and moving at a constant velocity with respect to the earth frame. The

symbol S will be used to denote the store wind-axis, which is fixed at the store CG and

aligned with the store velocity vector, in a manner consistent with the predominant flight

dynamics literature.

The velocity of the store relative to the wind reference frame is shown in Equation

(2–48), where WVB is the magnitude of the velocity and the unit vector sx is defined by

the direction of the store velocity.

WvB =
WVB sx (2–48)

The orientation of the velocity vector with respect to the store body axis is given by

the two Cartesian incidence angles, αs and βs . To determine the transformation matrix

relating the store body axis and the store wind axis, it is convenient to introduce the

intermediate reference frame X (which supersedes any previously defined intermediate

reference frames). The rotation of the intermediate frame with respect to the body frame

is given by Equation (2–49), where αs is the store angle-of-attack.
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[T ]XB =













cosαs 0 sinαs

0 1 0

− sinαs 0 cosαs













(2–49)

The rotation of the store wind-axis with respect to the intermediate frame is given by

Equation (2–50), where βs is the store angle-of-sideslip.

[T ]SX =













cos βs sinβs 0

− sin βs cos βs 0

0 0 1













(2–50)

The transformation for the store wind-axis with respect to the body axis is given by

the corresponding compound transformation, as shown in Equation (2–51).

[T ]SB = [T ]SX
[

T̄
]BX

=













cosαs cos βs sin βs cos βs sinαs

− cosαs sin βs cos βs − sinαs sinβs
− sinαs 0 cosαs













(2–51)

The magnitude of the store velocity relative to the wind, WVB , and the Cartesian

incidence angles, αs and βs , play an important role in characterizing the aerodynamic

forces and moments for the store in far-field (freestream) conditions. If the body-axis

equations of motion are solved, the velocity and incidence angles can be determined

as ancillary equations. Alternatively, the translational equations of motion can be

expressed in the wind-axis and solved directly. The first method is the most common in

store separation analysis but the second method will become particularly valuable for

trajectory optimization. Both approaches are briefly considered here.

2.2.4.1 Ancillary equations

The generalized velocities, IuBB ,
IvBB ,

IwBB , represent the components of the velocity

of the vehicle with respect to the inertial reference frame, which is itself moving at a
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constant velocity determined by the aircraft velocity at the instant of release. It is also

valuable to define a set of generalized velocities WuBB ,
W vBB ,

WwBB , which represent the

velocity of the store frame ([ ]B ) with respect to the atmospheric wind frame (W [ ]),

expressed in the store body axis ([ ]B ). When the velocity of the store with respect to

the inertial frame, IvB = IuBB bx +
IvBB by +

IwBB bz , is known from the solution of the

body-axis differential equations, and the velocity of the inertial frame relative to the wind,

WvI =
WuII ix , is known from the initial conditions, the velocity of the store relative to the

wind can be readily determined. The vector form is given by Equation (2–52).

WvB =
IvB +

W vI (2–52)

Equation (2–52) can be written in matrix form using the transformation matrix [T ]BI .

[

W vB
]B
=
[

IvB
]B
+ [T ]BI

[

W vI
]I

(2–53)

Expanding the matrix equation results in three scalar equations.












W uBB

W vBB

WwBB













=













IuBB +
W uII cosψ

I
B cos θ

I
B

I vBB − W uII (cosφ
I
B sinψ

I
B − cosψIB sin φIB sin θIB)

IwBB +
WuII (sinφ

I
B sinψ

I
B + cos φ

I
B cosψ

I
B sin θ

I
B)













(2–54)

Finally, the magnitude of the velocity, WVB , is given by the Euclidean norm.

WVB =

√

(

WuBB
)2
+
(

W vBB
)2
+
(

WwBB
)2

(2–55)

To determine the incidence angles using the generalized velocities, expand the

matrix equation
[

WvB
]S
= [T ]SB

[

W vB
]B

as shown in Equation (2–56).













WVB

0

0













=













cosαs cos βs sinβs cos βs sinαs

− cosαs sinβs cos βs − sinαs sinβs
− sinαs 0 cosαs

























WuBB

W vBB

WwBB













(2–56)

53



www.manaraa.com

Using these three scalar equations, the corresponding expressions for αs and βs

can be determined. Note that WuBB = 0 results in αs = 90 deg for any WwBB 6= 0, whereas

WVB = 0 results in βs being undefined.

αs = tan
−1
(

WwBB / WuBB
)

(2–57)

βs = sin
−1
(

W vBB / WVB
)

(2–58)

2.2.4.2 Wind-axis equations of motion

The translation equations of motion can also be derived using the translational and

angular velocities expressed in the store wind axis. The velocity of the store with respect

to the atmospheric wind is given by Equation (2–59).

WvB =
WVB sx (2–59)

Since the wind is assumed to be monolithic (uniform), the wind is treated as an

idealized rigid body and can be represented by a reference frame. Furthermore, since

the wind is assumed to be moving at a constant translational velocity with respect to the

earth, the wind reference frame is a suitable inertial reference frame for the purpose of

store separation. As such, Eulers 1st law can be applied. Applying the transport theorem

to achieve a compact set of differential equations, the acceleration of the store body with

respect to the wind frame is given by Equation (2–60).

Wd

dt
WvB =

Sd

dt
WvB +

(

WωS × WvB
)

(2–60)

The angular velocity of the store wind frame with respect to the wind reference

frame is given by the vector addition of the intermediate body frame.

WωS = WωB + BωS (2–61)

Since the wind frame is an inertial reference frame (albeit moving with a different

translational velocity than the primary inertial reference frame), the angular velocity
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of the body relative to the wind frame is equivalent to the angular velocity of the body

relative to the primary inertial frame (e.g. the angular velocity of the wind frame with

respect to the primary inertial frame is zero – indeed, if this were not the case the wind

frame would not qualify as an inertial reference frame).

WωB = IωB (2–62)

The angular velocity of the store wind axis relative to the store body axis is given by

the addition of two simple angular velocities, as shown in Equation (2–63).

BωS = −α̇xy + β̇ sz (2–63)

The vector expression in Equation (2–63) can be written in matrix form using the

transformation matrix between the intermediate reference frame X and the store wind

axis.

[

BωS
]S
= −α̇ [T ]SX













0

1

0













+ β̇













0

0

1













(2–64)

Expressing the vector in the store wind coordinate system gives the angular velocity

in a consistent form, as shown in Equation (2–65).

BωS = −α̇ sinβ sx − α̇ cos β sy + β̇ sz (2–65)

Using the transformation matrix for the store wind axis with respect to the store

body axis, the angular velocity of the store wind axis relative to the atmospheric wind

axis can be written in matrix form as Equation (2–66).

[

WωS
]S
= [T ]SB

[

IωB
]B
+
[

BωS
]S

(2–66)
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Expanding the matrix equation gives the following three scalar differential equations.

[

WωS
]S
=













IqBB sin βs − α̇s sin βs +
IpBB cosαs cos βs +

I rBB cos βs sinαs

IqBB cos βs − α̇s cos βs − IpBB cosαs sinβs − I rBB sinαs sinβs

β̇s +
I rBB cosαs − IpBB sinαs













(2–67)

To express the equations of motion in the store wind axis, the gravity vector must be

properly coordinated using the transformation matrices [T ]SB and [T ]BI .

FG = mg [T ]
SB [T ]BI iz (2–68)

For the sake of brevity, it has been assumed that the aircraft flight path angle

at release is zero and as a consequence the inertial axis is aligned with the earth

axis. Relaxing this assumption introduces a third transformation matrix, [T ]IE , which

significantly lengthens the resulting equations without fundamentally changing the

derivation. Expanding the matrix equation above gives the gravity vector expressed in

the store wind axis coordinate system.

FG = mg













sβs cθ
I
B sφ

I
B − cαs cβs sθIB + cβs cφIB sαs cθIB

cβs cθ
I
B sφ

I
B + cαs sβs sθ

I
B − cφIB sαs sβs cθIB

sαs sθ
I
B + cαs cφ

I
B cθ

I
B













(2–69)

Ignoring any contact forces between the aircraft and store and treating the

atmospheric wind frame as an inertial reference frame, Eulers 1st Law can be written as

shown in Equation (2–70), where FA is the aerodynamic force expressed in the store

wind axis.

FA + FG = m

[

Sd

dt
WvB +

WωS × WvB

]

(2–70)

The aerodynamic force is typically parameterized in terms of Lift (FL ), Drag (FD ),

and Side force (FY ), as shown in Equation (2–71).

FA = −FDW sx + FYW sy − FLsz (2–71)
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The drag and side force in the store wind axis are related to the conventionally

defined drag and side force (in the stability axis) by Equations (2–72) and (2–73).

FDW = FD cos βs − FY sin βs (2–72)

FYW = FY cos βs + FD sin βs (2–73)

Finally, the translational differential equations of motion expressed in the store wind

axis are given as Equations (2–74a) through (2–74c).

FDW =− V̇WB m −mg cosαs cos βs sin θIB +mg sinβs cos θIB sin φIB+

mg cos βs cosφ
I
B sinαs cos θ

I
B

(2–74a)

FYW = mV
W
B (β̇s +

I r IB cosαs − IpIB sinαs)−mg cos βs cos θIB sin φIB−

mg cosαs sin βs sin θ
I
B +mg cos φ

I
B sinαs sin βs cos θ

I
B

(2–74b)

FL =−mVWB (α̇s cos βs − IqIB cos βs +
IpIB cosαs sin βs +

I r IB sinαs sin βs)+

mg sinαs sin θ
I
B +mg cosαs cos φ

I
B cos θ

I
B

(2–74c)

Equations (2–74a) through (2–74c) can be put into state-space form by solving for

the time derivatives, V̇WB , α̇s , and β̇s , as shown in Equations (2–75a) through (2–75c).

V̇WB =− FDW + g
(

cφIB cθ
I
B sαs cβs + sφ

I
B cθ

I
B sβs − sθIB cαs cβs

)

(2–75a)

α̇s =− FL

mVWB cβs
+ IqBB − tanβs

(

IpBB cαs +
I rBB sαs

)

+
g

VWB cβs

(

cφIB cθ
I
B cαs + sθ

I
B sαs

)

(2–75b)

β̇s =
FYW
mVWB

+ IpBB sαs − I rBB cαs +
g

VWB
cβs sφ

I
B cθ

I
B

+
sβs
VWB

(

g cαs sθ
I
B − g sαs cφIB cθIB

)

(2–75c)

Combined with the 12 state space equations in the body axis, the differential

equations are now 15 in number. However, only 12 of these equations are independent.
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When necessary, the translational wind-axis equations of motion are used in lieu of the

translational body-axis equations of motion. The choice of one system over another is

driven by the particular application.

The 15 differential equations presented thus far are sufficient for determining the

store motion relative to the inertial reference frame and atmospheric wind frame. For

store separation, the primary interest is in the store motion relative to the aircraft, which

is achieved through an algebraic extension to the equations of motion.

2.2.5 Position and Velocity of the Store Relative to the Aircraft

In the simplest case, the aircraft is assumed to be flying in uniform unaccelerated

flight (such as a constant climb or dive angle or straight and level) and is therefore

aligned with the inertial axis. The equations of motion derived in Sections 2.2.3 and

2.2.4 apply immediately, e.g. the aircraft-relative trajectory is identical to the inertial

trajectory. However, in the more general case, the aircraft is maneuvering during

the release, resulting in motion of the aircraft relative to the inertial reference frame.

The motion may be arbitrary in the sense that the aircraft moves along any allowable

trajectory, or the motion may be simplified by assuming a specific maneuver, such

as a pull-up or push-over. If the motion is indeed arbitrary, it is assumed that the

aircraft trajectory is known a priori. In other words, simulation of the aircraft trajectory

is not considered. Regardless, the equations of motion of the store relative to the

inertial reference frame are unmodified. Determining the position and velocity of the

store relative to the aircraft, an essential step prior to aerodynamic modeling of the

nonuniform flow field, is more involved.

The flight axis orientation is determined by the aircraft velocity vector throughout

the trajectory. The position of the store relative to the flight axis is given by the vector

relationship shown in Equation (2–76).

F rB =
I rB − I rF (2–76)
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Similarly, the velocity is given by Equation (2–77).

FvB =
IvB − IvF (2–77)

In Equations (2–76) and (2–77), I rB = Ix IB ix +
Iy IB iy +

Iz IB iz and , IvB =

I ẋ IB ix +
I ẏ IB iy +

I ż IB iz are the position and velocity of the store CG relative to the

inertial axis (given by simulation). Similarly, I rF = Ix IF ix +
Iy IF iy +

Iz IF iz and IvF =

I ẋ IF ix +
I ẏ IF iy +

I ż IF iz are the position and velocity of the flight axis origin relative to the

inertial axis (given by the problem statement). The angular velocity of the store relative

to the aircraft is given by the coordinate free expression shown in Equation (2–78),

where IωB = IpBB bx +
IqBB by +

I rBB bz is the store angular velocity relative to the inertial

frame and IωF = IpFF fx +
IqFF fy +

I rFF fz is the flight axis angular velocity relative to the

inertial frame.

FωB = IωB − IωF (2–78)

In matrix form, the angular velocity of the store relative to the aircraft is shown in

Equation (2–79), where [T ]BF is the transformation matrix that represents the orientation

of the store with respect to the flight axis, as shown in Equation (2–80).

[

FωB
]B
=
[

IωB
]B − [T ]BF

[

IωF
]F

(2–79)

[T ]BF = [T ]BI
[

T̄
]FI (2–80)

The matrix [T ]FI is determined using a 3-2-1 Euler rotation in a manner similar to

[T ]BI .

[T ]FI =













1 0 0

0 cosφIF sin φIF

0 − sin φIF cosφIF

























cos θIF 0 − sin θIF
0 1 0

sin θIF 0 cos θIF

























cosψIF sinψIF 0

− sinψIF cosψIF 0

0 0 1













(2–81)

Equations (2–76) through (2–81) are applicable in any maneuvering aircraft

simulation, provided that the aircraft motion relative to the common inertial frame is
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known or can be determined. However, the generality of these relationships are seldom

required. Nearly all store separation simulations can be modeled using simplifying

assumptions, including (1) straight and level flight, (2) steady climb or dive, (3) steady

pull-up or push-over. Each of these maneuvers is steady (so the aircraft velocity and

angle of attack are constant) and confined to the pitch-plane (so the lateral translational

and angular velocities are zero), resulting in significant simplifications of Equations

(2–76) through (2–81).

2.2.5.1 Straight and level flight

When the aircraft if flying straight and level during release, the flight axis is

coincident with the inertial axis, resulting in the relationships shown in Equations

(2–82) and (2–83).

I rF =
IvF =

IωF = 0 (2–82)

[T ]FI =













1 0 0

0 1 0

0 0 1













(2–83)

It is clear that the simulation results I rB , IvB , IωB , and [T ]BI are used directly to

relate the position, velocity, and orientation of the store relative to the aircraft. In effect,

the aircraft itself is used as an inertial reference frame. This is the simplest form of

relative motion and the most commonly used approach in store separation trajectory

prediction.

2.2.5.2 Steady climb or dive

The orientation of the inertial reference frame with respect to the earth is determined

by the flight path angle of the aircraft at the instant the store is released. When the

aircraft is in a steady climb or dive, the flight path angle remains constant. As a result,

the flight axis remains coincident with the inertial axis throughout the trajectory. Once

again, the simulation results I rB , IvB , IωB , and [T ]BI are used directly to relate the

position, velocity, and orientation of the store relative to the aircraft. Note that the
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simulation results will in general be different from the case of straight and level flight, due

to the orientation of the gravity force acting on the store.

2.2.5.3 Constant load factor maneuver

A wings-level constant load factor pitch-plane maneuver can be idealized as a

circular arc in a plane normal to the local earth horizontal [21]. The idealized motion

of the aircraft leads to a closed-form solution for the flight axis motion relative to the

inertial axis. The straightforward derivation is presented by Keen [21] and the results are

included in this section.

Since the aircraft motion is assumed to be a circular arc with constant forward

velocity, the acceleration of the flight axis relative to the inertial axis is given by Equation

(2–84), where IazFF is the normal acceleration, NZ is the load factor (for normal straight

and level flight NZ = 1 ) and g is the local acceleration of gravity.

IaF =
IazFF fz = (1− NZ) g fz (2–84)

The angular velocity of the flight axes with respect to the inertial axes is given by

Equation (2–85), where IqFF is the flight axis pitch rate and W uII is the x-component of the

velocity of the inertial axis relative to the wind axis (equivalent to the aircraft airspeed at

release).

IωF = IqFF fy = −
IazFF
WuII

fy (2–85)

Due to the planar motion, the orientation of the flight axes relative to the inertial

axes is given by direct integration of the pitch rate.

θIF =

t
∫

0

IqFF dt =
IqFF t (2–86)
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The orientation is easily represented using a simple transformation matrix.

[T ]
FI =

[

T
(

θIF
)]FI
=













cos θIF 0 − sin θIF
0 1 0

sin θIF 0 cos θIF













(2–87)

Using the normal acceleration and pitch rate of the constant load factor maneuver,

the apparent radius of curvature is as shown in Equation (2–88).

R =
IazFF
(

IqFF
)2

(2–88)

The radius of curvature can be used to determine the position and velocity of the

flight axes relative to the inertial axes, as shown in Equations (2–89) and (2–90).

I rF =
Ix IF ix +

Iy IF iy +
Iz IF iz

Ix IF = −W uII t − R sin θIF
Iy IF = 0

Iz IF = R
(

1− cos θIF
)

(2–89)

IvF =
IuIF ix +

Iv IF iy +
Iw IF iz

IuIF = −W uII
(

1− cos θIF
)

Iw IF = −W uII sin θIF
Iv IF = 0

(2–90)

Equations (2–84) through (2–90) provide a full specification of the flight axes

motion with respect to the inertial axes for a constant load factor maneuver. Since

the differential equations provide the motion of the store relative to the inertial axes,

the position, orientation, and velocity of the store relative to the flight axis are readily

determined.
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2.3 Aerodynamic Modeling

The equations of motion for store separation are a formidable set of differential

equations due primarily to the algebraic complexity and nonlinear coupling, but the

approximate solution to this system of equations is readily obtained using standard

numerical solvers. On the other hand, the aerodynamic modeling which is necessary

to inform the equations of motion is substantially more difficult. Aerodynamics of flight

vehicles is a major study in and of itself, and store separation complicates the matter

by considering mutually interfering aerodynamics between the store and aircraft.

The nonuniform interference flow field requires that the aerodynamic loads on the

store take into account the location and orientation of the store relative to the aircraft.

Aerodynamic coefficients are used to model the forces and moments acting on the store

in flight and the delta-coefficient methodology is used to account for the spatial varying

aerodynamics caused by the nonuniform interference flow field. These methods are

well established in the flight dynamics community in general, and the store separation

community in particular.

2.3.1 Aerodynamic Coefficients

The aerodynamic forces and moments arise from air pressure acting on the

surface of the store. The pressure distribution is a function of the flow field (and varies

with location in a nonuniform flow field) as well as the motion of the store through the

surrounding air mass. In practice, the pressure distribution is modeled as a single

force/moment set acting at the store center of gravity. These dimensional forces and

moments are represented by the terms FAi and MAi , i = x , y , z , in Equations (2–34a)

through(2–34c) and (2–37a) through (2–37c).

The aerodynamic forces and moments are non-dimensionalized based on the size

of the flight vehicle and the dynamic pressure of the airflow. In a wind tunnel, forces

and moments are usually measured and analyzed in the body axis, giving rise to the

so-called “body axis coefficients”: CX or CA , CY , CZ or CN , Cl , Cm and Cn. Additionally,
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the forces and moments are physically related to the magnitude and direction of the

store velocity relative to the air, giving rise to the “wind axis coefficients”: CD , CY , CL.

Note that the moment coefficients are the same for both systems. Both systems are

used prevalently in practice. Body axis coefficients are used exclusively to quantify the

aerodynamic interference between the store and aircraft, but wind-axis coefficients are

useful for building physical intuition and for automatic control system design.

The non-dimensional force coefficients are related to the dimensional aerodynamic

forces and scaled by the dynamic pressure, q∞, and reference area, Sref .

Ci =
Fi

q∞Sref
for i = X ,Y ,Z ,L,D (2–91)

Similarly, the non-dimensional moment coefficients are scaled by the dynamic

pressure, reference area, and reference length, lref , as shown in Equation (2–92). In

general, the reference area and reference length may be different between coefficients.

However, most stores are axisymmetric or nearly so and the parameters are the same

for all force and moment coefficients.

Ci =
Mi

q∞Sref lref
for i = l ,m, n (2–92)

Conversion between the body axis and wind axis force coefficients is dependent

on the store angle of attack and readily obtained from the transformation matrix in

Equation (2–93).












CD

CY

CL













=













cosαs 0 sinαs

0 1 0

− sinαs 0 cosαs

























−CX
CY

−CZ













(2–93)

Various methods are used to determine the value of the aerodynamic coefficients

for a particular flight condition and trajectory of a flight vehicle, including analytical,

numerical, and empirical methods. Analytical methods based on first principles will

prove to be too simplistic for most store separation problems. Numerical methods,
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including CFD, are widely used to estimate aerodynamic coefficients for store separation,

but require sufficient computational resources. Empirical methods, based primarily on

wind tunnel data and accomplished using a delta-coefficient methodology, provide

a direct source for rapidly generating store separation trajectories for identification

and control applications. In Chapter 3, system identification will be used to introduce

a semi-empirical formulation of the aerodynamic coefficients. The semi-empirical

classification is due to a postulated analytical form of the equations completed with

parameters estimated from empirical data.

2.3.2 Delta-Coefficient Methodology

The aerodynamic loads acting on the store are due primarily to three identifiable

physical contributions, including (1) the local flow velocity combined with the position

and orientation of the store, (2) the translational velocity of the store through the flow

field, and (3) the rotational velocity of the store through the flow field [21]. Physically,

these contributions are interrelated and inseparable. Computational Fluid Dynamics

has the advantage of treating these effects in a physically meaningful way by solving

for the flow field surrounding the store during the trajectory and integrating the pressure

distribution directly to obtain the aerodynamic loads. In contrast, when wind tunnel

and analytical methods are applied, the effects are necessarily determined separately

and subsequently combined to estimate the total aerodynamic loads. Experience has

shown that this build-up approach is sufficiently accurate for most applications in store

separation.

In general, the aerodynamic loads on a flight vehicle in uniform flow depend

nonlinearly on present and past values of airspeed, angles of incidence, linear and

angular accelerations, control surface deflections, unsteady flow properties, viscous

forces, compressibility effects, atmospheric properties, and other physical factors

[24]. For a store in the vicinity of the aircraft, each of these effects is complicated by

the variation of the flow field in space and time. A full description of the aerodynamic
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loads is not practical and in practice is not necessary. Rather, a variety of simplifying

assumptions are introduced.

1. The aerodynamic effects are assumed to be separable (uncoupled) allowing
superposition to be used to determine the total aerodynamic loads. This is a
practical assumption that is not rigorously justified but is usually necessary to
make the problem tractable.

2. The flow is quasi-steady, which implies that the flow field reaches a steady state
instantaneously after changes in the boundary conditions. This assumption limits
the aerodynamic loads to dependency on the present values of the independent
variables, ignoring the effect of past values of the independent variables. Some
nonlinear effects, such as hysteresis, are neglected under this assumption.

3. The atmosphere surrounding the aircraft is uniform and unaltered by the presence
of the aircraft and store. This implies that the atmospheric properties (pressure,
temperature, density) are constant and that local atmospheric winds are monolithic
with a constant translational velocity. This assumption is reasonable, due to the
short duration of a typical store separation event (approximately 1 second).

4. The aircraft is in a steady-state flight condition and the corresponding flow around
the aircraft is steady (e.g. not time-variant). This assumption allows use of
wind-tunnel measurements that are time-averaged values, equivalent to mean
flow components when turbulent fluctuations are present. This assumption is
justified when (a) the length scales of the turbulence are significantly smaller
than the length scale of the store, and (b) the frequencies of the turbulence
are significantly higher than the frequencies of store motion, as is the case in
most circumstances. As a notable exception, large-scale variations in flow field
properties caused by cavity aerodynamics for weapons bays have been suspected
to cause significant variations in store trajectories [25, 26]. However, current store
separation wind tunnel test methodologies are insufficient for modeling these
effects. CFD remains the primary methodology for dealing with unsteady flow
effects on store separation. The F-16 case study used in this research is a “clean”
configuration with a store released from a wing station in straight and level flight,
so turbulence is not expected to be a significant issue.

These primary assumptions allow a considerable reduction in the complexity of

the aerodynamic modeling. When the assumptions above are imposed, the store

aerodynamic loads are a function of the aircraft velocity and orientation, the position

and orientation of the store relative to the aircraft, and the translational and rotational

velocity of the store relative to the aircraft. In functional form, the non-dimensional
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force or moment coefficients can be written as a nonlinear function of the independent

parameters.

Ci(t) = f
(

M,αA, βA; rB/A(t),ψB/A(t),
AvB(t),

AωB(t), δ(t)
)

(2–94)

In Equation (2–94), Ci represents any of the aerodynamic coefficients, M is the

aircraft Mach number, and αA and βA are the aircraft incidence angles (each assumed

constant throughout the trajectory consistent with a steady state flight condition). The

time-dependent parameters rB/A(t) , ψB/A(t),
AvB(t), AωB(t), and δ(t), are the position,

orientation, velocity, and angular velocity of the store relative to the aircraft and the

control surface deflections, respectively.

Even with the prior simplifications, the above functional form is too complicated

to be of practical use. Given sufficient resources, current quasi-static wind tunnel test

methodologies are capable of capturing the aerodynamic dependencies on rB/A(t)

and ψB/A(t) . This is accomplished by placing the store at a matrix of predetermined

positions and attitudes in the vicinity of the aircraft and recording the time-averaged

aerodynamic loads (the resulting data set is referred to as grid data). However, the

dependencies on AvB(t) and AωB(t) would require a dynamic rig capable of perturbing

the store (in the vicinity of the aircraft) at scaled velocities representative of those

encountered in flight. Fortunately, the translational and rotational velocities of the store

near the aircraft are relatively small, and the aerodynamic dependencies on the dynamic

parameters AvB(t) and AωB(t) can be adequately approximated using a uniform

flow field (e.g neglecting the aircraft interference). Thus, the aerodynamic effects are

decomposed into contributions from a uniform and nonuniform flow field. Note that this

limitation does not apply to CFD methods, and the dynamic interference effects could in

principle be estimated using CFD.

The independent parameters rB/A(t) and ψB/A(t) represent six quantities (namely,

three positions xB/A, yB/A, zB/A and three rotations ψAB , θ
A
B ,φ

A
B ) that may take on a range
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of values during any given trajectory. To establish a wind tunnel database with sufficient

coverage for all six parameters is prohibitively expensive. For instance, if each variable

were evaluated at ten different values, the database would require 106 distinct data

points. This complexity is compounded by the various aircraft configurations and flight

conditions. Clearly, a more efficient approach is required.

Typically, spatial variations with yB/A are neglected to reduce the parameter space

and confine the aerodynamic interference effects to the x–z plane aligned with the store

at carriage. Variations with xB/A and zB/A are combined into a single radial direction

rB/A projecting vertically downward and slightly aft of the release point, with the radial

direction chosen to be representative of the aft translation of the store during separation

due to aerodynamic drag. Measurements along this radial direction are accomplished

using a quasi-static sweep that economically captures the aerodynamic features over

a fine mesh of discrete values. The yaw and pitch attitudes, ψAB and θAB , are decoupled

from the roll attitude, φAB , requiring far fewer combined orientations (and implicitly

neglecting interactions with the roll angle, a limitation that is partially corrected using

an offline approximation). The net result of these practical reductions is a significantly

smaller parameter space. However, even with this reduced parameter space, a sufficient

number of data points are prohibitively expensive to obtain in a costly wind-tunnel test.

Typically, the final predetermined grid values selected for the angular orientations

ψAB , θAB , and φAB , are too sparse to be used independently, i.e. the grid data collected

are insufficient to adequately describe the aerodynamics of the store near the aircraft.

Rather, in a manner similar to the dynamic parameters, the aerodynamic dependencies

on the store position and orientation are decomposed further into uniform and

nonuniform contributions. The uniform flow contributions are independent of the

aircraft and rapidly achieved over a larger range and finer increments of independent

parameters. The nonuniform flow contributions are then added as an incremental

correction due to the presence of the aircraft. This so-called delta-coefficient approach
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(first developed by Bamber [27] and further documented by Morgret [28]) provides an

efficient and economical way to map the spatially variant aerodynamic characteristics.

The decomposition of the aerodynamic contributions is assumed to be independent

and superposition is used to determine the cumulative aerodynamic loads. Thus,

the total aerodynamic coefficient is given by an initial freestream (FS) estimate, plus

corrections for the dynamic effects due to translational (TRANS) and rotational (ROT)

velocities, the aircraft interference or grid (GR) data, and the uniform flow control

(C) effect. The aerodynamic model is represented by superposition of individual

contributions, as shown in Equation (2–95).

C = CFS +∆CGR + ∆CDD +∆CC (2–95)

These contributions are frequently determined using separate aerodynamic tables

obtained from wind tunnel testing, tabulated as a function of multiple independent

parameters. In functional form, the coefficient is determined by the relationship shown

in Equation (2–96), where IpBB ,IqBB , and I rBB are the rotational velocities relative to the

inertial wind frame and δe ,δa , and δr are the elevator, aileron, and rudder deflections,

respectively.

C =CFS (M,αS , βS) + ∆CG
(

rB/A,ψ
A
B , θ

A
B ,φ

A
B

)

+ ∆CROT
(

IpBB ,
IqBB ,

I rBB
)

+∆CC (δe , δa, δr)

(2–96)

Note that the translational velocities of the store relative to the wind, W uBB , W vBB , and

WwBB are implicit in the computation of αs and βs , using the ancillary wind axis equations

developed in the previous section. Thus, the term ∆CTRANS is quite naturally accounted

for through CFS (M,αs, βs).

The primary rationale for using the delta-coefficient method, as opposed to direct

interpolation of measured grid data, is that a relatively small freestream database
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can be leveraged efficiently to extend the range of applicability of a grid database

[28]. The freestream data is often available at a finer resolution, and sometimes with

increased accuracy due to a separate large-scale freestream wind tunnel test, so the

delta-coefficient method provides a significant improvement in modeling accuracy and

efficiency. The delta-coefficient method has been used successfully for many years

within the store separation community and experience has shown it to be quite reliable

when sufficient grid data are available and flow conditions are not too dissimilar from

freestream conditions [28].

2.3.3 Representative Case Study

The discussion in Section 2.3 on aerodynamic modeling for store separation

is clarified by consideration of a particular representative example. The case study

selected highlights many of the modeling precedents discussed thus far and provides

a solid framework for investigating system identification and trajectory optimization

techniques.

2.3.3.1 Freestream data

The representative freestream data were collected at the Arnold Engineering

Development Center (AEDC) test facility in the 4T transonic wind tunnel [29]. The

Aerodynamic Wind Tunnel 4T is a closed-loop, continuous-flow, variable-density

tunnel with a Mach number range from 0.05 to 2.0. The test section is 4 ft square

and 12.5 ft long with perforated walls to reduce boundary layer effects. The test was

accomplished using a 1/20th scale store model and includes Mach numbers ranging

from 0.8 to 1.2 and store incidence angles (αs and βs ) ranging from -40 to +40 degrees.

The aerodynamic forces and moments were measured with a 0.188-in diameter,

sting-mounted, strain-gauged moment balance. The freestream wind tunnel test was

accomplished in June 2009 and is documented in AEDC-TR-09-F-19 [1].
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The freestream data were collected in a series of angle of attach sweeps (i.e. alpha

sweeps) at fixed sideslip angles (i.e. fixed beta). Figure 2-6 shows a snapshot of a

series of alpha sweeps at multiple sideslip angles.
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Figure 2-6. Freestream aerodynamic coefficients vs. angle of attack at fixed sideslip
angle for a representative 1/20th scale model at Mach 0.8.

The representative store is nearly axisymmetric and the symmetry is apparent in

the collected freestream data, especially in the lateral side force and yawing moment

measurements, CY and Cn . The relationship between CN and αs demonstrates an

increasing normal force at higher angles of attack consistent with physical intuition.

The linearity of the CN − αs curve over a relatively large range of αs is an interesting

and beneficial feature for subsequent application of system identification. The negative

slope of the pitching moment coefficient over a range of αs , especially near αs = 0,

is indicative of a negative pitch moment derivative, Cmα
< 0 , a classical condition

necessary (but not sufficient) for static longitudinal stability.

It is clear that the freestream data are well behaved and consistent over the range

of independent variables presented thus far. However, separation-induced transients

may drive the store well beyond the linear range of aerodynamics. Therefore the

freestream data are collected at a wide range of αs and βs . Figure 2-7 shows the alpha
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sweeps extended to the full +/- 40 deg range with 2 deg increments, with fixed beta

values from -40 to +40 deg at 20 deg increments. The coarseness of the fixed beta

values is chosen for clarity; the database includes beta values over the entire +/- 40 deg

range at 5 deg increments.
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Figure 2-7. Pitching and Yawing moment coefficient vs. angle of attack for a
representative 1/20th scale model at Mach 0.8 for full range of angle of
attack and sideslip angle.

It is clear that the full range of αs and βs include significant nonlinearities and

simplistic analytical models are not feasible. Rather, the freestream data similar to those

in Figure 2-7 are collected into a freestream database suitable for further analysis and

interpolation during simulation.

2.3.3.2 Grid data

The freestream data are used to determine the store aerodynamics in uniform

flow applicable to far-field conditions. In the proximity of the aircraft, the aerodynamics

are spatially variant due to the nonuniform flow field. The aerodynamic interference is

modeled using the delta-coefficients described in Section 2.3.2. The delta-coefficients

are determined online during the wind tunnel test by measuring the total forces and

moments acting on the store in proximity to the aircraft, and then subtracting off the

interpolated freestream coefficients for the same flight conditions and incidence angles.

Measurement of the grid data requires a dual-support structure in the wind tunnel, to
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articulate both the aircraft and the store independently (the aircraft remains stationary

during the vertical sweep of the store). The inverted aircraft wind tunnel model and

metric store are shown in Figure 2-8.

Figure 2-8. Dual support mechanism for F-16 store separation wind tunnel test. Excerpt
from AEDC-TR-09-F-19 [1].

The grid data are collected as a function of the store position and attitude relative to

the aircraft (3 dimensions), as well as the flight conditions and aircraft angle-of-attack,

for a total of 5 independent variables for each aircraft configuration. Typically, the

Mach number and aircraft angle-of-attack are held constant throughout the simulated

trajectory, so a three-dimensional interpolation is sufficient for determining the

aerodynamic coefficients of interest. Figure 2-9 shows a snapshot of representative

grid data delta-coefficients for the representative 1/20th scale model.

The grid data presented in Figure 2-9 illustrate the variation in the pitching and

yawing moment delta coefficients with vertical position. For illustration, the pitching

moment variation is shown for various fixed pitch angles and the yawing moment

variation is shown for various yaw angles. The collected data include every combination
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Figure 2-9. Aerodynamic pitching moment and yawing moment delta coefficients vs.
vertical store position for various pitch and yaw angles, for a representative
1/20th scaled model at Mach 0.8.

of the 5 discrete pitch angles and 3 discrete yaw angles, for a combination of 15 distinct

attitudes. Each attitude is held constant throughout the vertical sweep. The vertical

sweep is conducted slowly, so that the data at each discrete z-location represent

quasi-static, time-averaged data. The collected data are organized by position and

attitude in a database suitable for further analysis or multi-dimensional interpolation.

The most prominent feature of the grid data shown in Figure 2-9 is the consistent

decay of the delta-coefficients with increasing distance from the aircraft. For this

particular application the aircraft influence is negligible (∆CG = 0 ) beyond 30 feet,

indicating a uniform flow field in which the store aerodynamics can be modeled using

only freestream data. For comparison, Figure 2-10 shows similar data collected at Mach

1.2.

Again, the influence of the aircraft flow field on the store aerodynamics is negligible

beyond 30 ft. However, rather than a consistent decay, there is a significant perturbation

in the coefficients between 10 and 20 feet below the aircraft. This level of complexity

in the flow field is not unusual and demonstrates the importance of a high-resolution

database for store separation modeling and simulation.
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Figure 2-10. Aerodynamic pitching moment and yawing moment delta coefficients vs.
vertical store position for various pitch and yaw angles, for a representative
1/20th scaled model at Mach 1.2.

For a larger aircraft, the vertical position at which the spatial variation is negligible

will be different, but the trends will be similar. The universality of the delta-coefficient

decay in far-field conditions is an important feature useful for data quality checking and a

characteristic that will be exploited in the application of system identification methods to

modeling spatially variant aerodynamics.

2.4 Flight Test Validation

In order to make the store separation problem tractable, a variety of assumptions

have been introduced up to this point. A few of these assumptions are related to the

kinematics and dynamics, but most are related to the aerodynamic characteristics.

Some of these assumptions are justified by examining the nature of the problem (and

have an insignificant effect on the result) and some are necessary to make the solution

accessible using practical methods (and may have a significant effect on the result that

is difficult to quantify). Given the variety of assumptions that have been proposed, the

question faced is one of accuracy: is the proposed methodology sufficiently accurate to

characterize the store trajectory during separation?

The most direct answer to this question comes from comparison to flight test data.

Flight testing provides a dependable way to validate the simulation, and simulation

provides an effective way of reducing flight testing. As such, an iterative approach
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to flight testing and simulation validation has proven to be an effective method for

accomplishing store separation analyses.

2.4.1 Flight Test Data Reduction

The two primary sources of data for store separation flight test validation are

photogrammetric and telemetry data. Photogrammetric data are obtained from

high-speed video cameras mounted on the aircraft in locations that minimize flow

field disturbance and provide multiple perspectives for observing the motion of the store

relative to the aircraft. Photogrammetric data are used initially for qualitative assessment

of the store trajectory, but specialized tracking software is also used to determine a

quantitative description of the store trajectory [30].

Telemetry data are obtained from an inertial measurement unit (IMU) attached

to the store and transmitted to an independent ground station during separation.

The Spectrum Sensors & Controls 65210A six degree-of-freedom (6DOF) inertial

measurement unit provides tri-axial acceleration and angular rate measurements. The

self-contained IMU with a built-in FM transmitter provides simultaneous sampling at up

to 42,500 samples/sec with reconfigurable output range and filter frequency. These data

can be used to completely reconstruct the store separation trajectory and analyze the

trajectory relative to the aircraft [31, 32].

2.4.1.1 Trajectory reconstruction

The purpose of trajectory reconstruction is to utilize the measured rates and

accelerations to estimate the remaining state variables. Recognizing the presence

of measurement noise, the trajectory reconstruction process could be accomplished

using non-deterministic state estimation methods, such as Kalman filtering or optimal

smoothing. However, deterministic methods based on kinematic relationships typically

provide sufficient accuracy over the short time interval of interest for store separation

purposes.
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The IMU attached to the store measures the store angular rates in the body axis,

which are equivalent to the generalized angular velocities shown in Equation (2–97).

IωB = IpBB bx +
IqBB by +

I rBB bz (2–97)

The measured body rates can be used to determine the orientation of the store

relative to the inertial reference frame by solving for the Euler angles using the kinematic

differential equations in state space form.
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(2–98)

These three scalar nonlinear equations are coupled and must be solved simultaneously

using a differential equation solver, such as a 4th order Runge Kutta algorithm. Note that

the kinematic relationships have a singularity at θIB = ±90deg , which corresponds to a

straight climb or dive. This situation rarely arises in store separation, but nonetheless

quaternion relationships can be used instead for a more robust method of determining

the Euler angles [33].

Once the orientation of the store body axis with respect to the inertial axis is

available, the translational kinematics can be considered. Recall that the position of the

store CG relative to the origin of the inertial axis system is given by rB . Similarly, let the

position of the telemetry IMU center of navigation relative to the inertial axis system be

denoted by rT . Then the position of the store CG relative to the IMU is denoted by rB/T .

The three vectors are related by Equation (2–99).

rB = rT + rB/T (2–99)
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Taking the derivative of the above expression, as seen by an observer fixed in the

inertial reference frame gives Equation (2–100).

IdrB

dt
=
IdrT

dt
+
IdrB/T

dt
(2–100)

The term rB/T is fixed in body coordinates (assuming the CG is fixed) and known

from pre-flight measurements. The derivative is most efficiently evaluated using the

transport theorem.
IdrB

dt
=
IdrT

dt
+
BdrB/T

dt
+ IωB × rB/T (2–101)

Note that the term BdrB/T
/

dt = 0 since the position of the CG relative to the IMU is

constant. Also note that the derivative of rB is equivalent to the velocity of the store CG,

IdrB/dt =
IvB . With these simplifications, Equation (2–101) can be rewritten as shown

in Equation (2–102).

IvB =
IvT +

IωB × rB/T (2–102)

Introducing the acceleration of the store CG as IaB , taking the time derivative of

Equation (2–102) and simultaneously applying the transport theorem gives the result

shown in Equation (2–103), where IαB is the angular acceleration of the store relative

to the inertial axis. The angular acceleration is determined by numerical differentiation

(with appropriate smoothing) of the measured angular rates.

IaB =
IaT +

IαB × rB/T + IωB ×
(

IωB × rB/T
)

(2–103)

Equation (2–103) provides a coordinate-free expression for the acceleration

of the store CG when the translational and rotational accelerations are known from

measurements. Since the measurements are necessarily made in the body axis,

equation (2–103) is typically evaluated in the body axis. The resulting accelerations

are easily transformed from the body axis to the inertial axis using a coordinate

transformation.
[

IaB
]I
= [T ]IB

[

IaB
]B

(2–104)
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Once the accelerations are expressed in the inertial axis, the acceleration due

to gravity can be accounted for, depending on the type of accelerometers used

(some accelerometers measure absolute acceleration, others measure changes in

acceleration). The velocity and position of the store in inertial coordinates can be

determined via direct integration of the transformed accelerations.

IvB (t) =

t
∫

0

IaB (t) dt (2–105)

rB (t) =

t
∫

0

IvB (t)dt (2–106)

Once the trajectory reconstruction is accomplished, a complete description of the

store trajectory during separation is available, providing a valuable resource for further

analysis including determination of an aircraft-relative trajectory and investigation of the

in-flight aerodynamic characteristics.

2.4.1.2 Trajectory analysis

The inertial trajectory determined from trajectory reconstruction is mathematically

equivalent to an inertial trajectory generated via simulation. Therefore, once the

reconstructed trajectory is quantified in inertial coordinates, the store motion relative

to the aircraft can be determined using the mathematical relationships described in

Section 2.2.5 for (1) an arbitrary aircraft maneuver or (2) a steady-state aircraft trajectory

including (a) straight and level flight, (b) steady climb or dive, or (c) steady pull-up or

push-over. The resulting aircraft-relative trajectory is suitable for qualitative comparison

to photogrammetric data obtained from cameras fixed to the aircraft.

Once the twelve state variables have been estimated using the trajectory reconstruction

process, the 6DOF equations of motion can be used to relate the observed motion to

the corresponding aerodynamic forces responsible for the motion. Returning to the

translational and rotational equations of motion given by Equations (2–28) and (2–37), it

is apparent that when the store motion is known a priori, determining the aerodynamic
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forces and moments can be accomplished algebraically, a process sometimes referred

to as reverse dynamics. Thus, flight test data can be used directly to estimate the

aerodynamic forces and moments acting on the store during separation. This provides a

valuable resource for validating the separation characteristics and aerodynamic models.

Consideration of a particular example will provide increased clarity to the trajectory

reconstruction and trajectory analysis procedures.

2.4.2 Flight Test Results

Two representative cases were selected for comparison of simulation and flight

test data including one release at Mach 0.9 / 550 KCAS and another at Mach 1.2 / 600

KCAS. Both flight tests were accomplished in a wings-level, steady, unaccelerated flight

condition. The inert, unguided, instrumented separation test vehicle was equipped with

an high-quality inertial measurement unit. The measured 6DOF telemetry data for the

Mach 1.2 release is shown in Figure 2-11.
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Figure 2-11. Measured 6DOF telemetry data for F-16 Separation Flight Test 4535
(Mach 1.2 / 600 KCAS).

The telemetry data shown includes the translational accelerations ax , ay , az

and angular velocities, p, q, r , corresponding to scalar components of the inertial

vectors
[

IaB
]B and

[

IωB
]B , respectively. The large peak in vertical acceleration (az )
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at approximately 3.5 seconds is the ejection force and represents the start of the

separation event (redefined as t = 0 for subsequent plots). The inherent stability of

the store is evident from the telemetry data in that the separation-induced transients

diminish after about 5 seconds of flight time, driving the store toward a steady-state flight

condition. However, it is difficult to visualize the nature of the store trajectory near the

aircraft using only the telemetry data. The trajectory reconstruction process provides

a more direct analysis. The reconstructed trajectory, along with a wind tunnel based

simulation, is shown in Figure 2-12.
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Figure 2-12. Reconstructed flight test trajectory comparison with wind tunnel based
simulation for F-16 Separation Flight Test 4535 (Mach 1.2 / 600 KCAS).

The flight test trajectory in inertial coordinates (X , Y , Z corresponding to the

scalar components of [rB ]
I and φ, θ, ψ corresponding to φIB , θIB , ψIB ) was determined

using the trajectory reconstruction process described in Section 2.4.1.1. The simulated

trajectory was determined using the wind tunnel based methods discussed in Section

2.3. The comparison shows excellent agreement for the primary degrees of freedom

of interest (namely, pitch angle and vertical translation). A notable deviation in roll is
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apparent from the comparison. This deviation is not unusual for store separation and

is due to a combination of large uncertainties in wind tunnel measurements due to an

exceedingly small roll moment measurement and a low roll-axis moment of inertia of the

full-scale store (thus, the trajectory is sensitive to a variable that is difficult to measure

accurately). For the nearly axisymmetric store used in this analysis, the deviation in roll

angle between flight and simulation does not present a problem. Figure 2-13 shows a

similar trend for flight test data at Mach 0.9 / 550 KCAS.
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Figure 2-13. Reconstructed flight test trajectory comparison with wind tunnel based
simulation for F-16 Separation Flight Test 2265 (Mach 0.9 / 550 KCAS).

The flight test and simulation trajectory comparison for the Mach 0.9 release

indicates similar results to the Mach 1.2 release. Both trajectories are characterized

by a slight nose-down pitch angle near the aircraft – a near-ideal separation trajectory.

Recovery to a small nose-up pitch angle is evident in both cases, again indicating the

inherent longitudinal stability of the store. Figure 2-14 shows a visual comparison of the

flight and simulation trajectories for the Mach 1.2 release. The similarity between the

flight test and simulated trajectories and the characteristic motion of the store near the

aircraft is evident from the visualization.
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Figure 2-14. Visual comparison of flight test and wind tunnel based simulation
trajectories for F-16 Separation Flight Test 4535 (Mach 1.2 / 600 KCAS).

For both cases, the agreement between the flight test and simulated trajectory

is very strong, supporting the wind tunnel based trajectory prediction methodology.

Considering the comparison of estimated aerodynamic coefficients from the flight test

trajectories with wind tunnel predictions for an equivalent prescribed trajectory provides

further validation of the aerodynamic modeling approach. Figures 2-15 and 2-16 show

the aerodynamic comparison for both flight tests.

The flight test aerodynamic coefficients were determined as part of the trajectory

reconstruction process. It is important to note that (1) the estimates are noisy due to

the numerical differentiation, despite significant smoothing of the measured data and

(2) that the ejector forces are included in the aerodynamic coefficients for the first 50

msec of the trajectory. For comparison, the wind tunnel based aerodynamic coefficients

were determined using the delta-coefficient methodology for the prescribed flight

test trajectory. The agreement between the flight test and wind tunnel aerodynamic

coefficients is strong in both cases. The deviation in the axial force coefficient, CA, is

expected due to the difficulty of measuring axial force in the wind tunnel for a small-scale
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Figure 2-15. Comparison of flight test and wind tunnel aerodynamic coefficients for F-16
Separation Flight Test 4535 (Mach 1.2 / 600 KCAS).
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Figure 2-16. Comparison of flight test and wind tunnel aerodynamic coefficients for F-16
Separation Flight Test 2265 (Mach 0.9 / 550 KCAS).

model. Fortunately, the axial force has only a minute effect on the overall trajectory. It is

unclear if the high frequency perturbations in the flight test data early in the trajectory

(less than 0.25 sec) are due to noise in the measurement (perhaps structural vibration
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from the ejection) or turbulent aerodynamics. Regardless, the time-averaged nature

of the wind tunnel data is clearly evident when compared to measured flight test data.

Despite these differences, the simulation results show a strong correlation with flight

test, further validating the trajectory prediction methodology, providing a valuable

resource for further analysis and control system design.

2.5 Chapter Summary

The purpose of this chapter is to summarize mathematical modeling of store

separation in order to provide a framework for the remaining developments in system

identification and trajectory optimization. Store separation is an inter-disciplinary field

leveraging concepts from aerospace, mechanical and systems engineering. Rigid body

dynamics, aerodynamics, wind tunnel testing and flight test validation were presented to

provide the necessary background for implementing system identification and trajectory

optimization for guided store separation. The store separation equations of motion

were derived, using a set of reference frames and coordinate systems unique to store

separation, and the equations were extended to determine an aircraft-relative trajectory

for multiple types of aircraft maneuvers. The well-established delta-coefficient method

was presented as an extension to traditional aerodynamic modeling for flight dynamics.

Representative wind tunnel data were included to clarify the aerodynamic modeling

approach. Finally, flight test trajectory reconstruction from inertial measurements was

considered and representative flight test data were presented. Comparisons of the

flight test data to wind tunnel based modeling and simulation were presented to validate

the proposed methodology. Although the agreement with flight test is not perfect, the

model presented here is sufficiently representative to use as a foundation for system

identification and trajectory optimization.
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CHAPTER 3
SYSTEM IDENTIFICATION

3.1 Overview

The purpose of system identification in the context of guided store separation is to

develop a parametric model that describes the spatially variant aerodynamics of a store

during separation. This model can be used to assess the major contributors affecting

separation characteristics, determine the trajectory of the store given prescribed initial

conditions, perform trajectory optimization, and design a control system using linear

and nonlinear control techniques. This chapter provides a brief description of relevant

techniques in system identification, followed by application of system identification

methods to determine a parametric model for the spatially variant aerodynamics of a

store during separation.

3.1.1 System Identification

System identification (SID) is the process of determining an adequate mathematical

model, usually containing differential equations, with unknown parameters that have

to be determined indirectly from measured experimental data [34]. Practically, SID

encompasses a wide range of activities including mathematical modeling, designing

suitable experiments, collecting measurements, performing diagnostics and statistical

analysis, and validating identified models. System identification is closely related to

parameter estimation (or parameter identification), but the two disciplines are not the

same. SID involves a range of activities necessary to determine an adequate model

for an experimental system, whereas parameter estimation is a class of statistical

techniques that use measured data to estimate the parameters within a postulated

model. Thus, parameter estimation is a subset of system identification.

The purpose of SID is to use experimental measurements, postulated physical

relationships, and statistical inferences to determine a mathematical model that

adequately describes the physical system of interest over a specified domain of
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operation. SID is a broad discipline and has been applied in many areas including

biology, medicine, chemical processes, economics, geology, materials, civil and

mechanical engineering, and flight dynamics [34]. System identification, in the broadest

sense, is an inverse approach to modeling cause-and-effect dynamic systems using

observed input-output relationships.

System identification is well documented in the technical literature. The survey

paper by Astrom and Eykhoff [35] and several notable textbooks including those by

Eykhoff [36], Goodwin and Payne [37], Ljung [38], Schweppe [39], Sage and Melsa [40],

Hsia [41] and Norton [42] are good starting points. Additionally, the proceedings from

the International Federation on Automatic Control (IFAC) Symposia on Identification and

System Parameter Estimation on three-year intervals from 1967 to present provide a

rich resource for further investigation.

3.1.2 Flight Vehicle System Identification

Flight vehicle system identification consists of the specialization of general SID

techniques to a variety of flight vehicles including aircraft, helicopters, and missiles.

The flight characteristics of these vehicles are determined by the dynamic relationships

described by the equations of motion combined with aerodynamic and propulsive forces

and moments acting on the vehicle. The rigid body aircraft equations of motion are well

known and closely related to the store separation equations of motion derived in Section

2.2.3.5. Propulsive forces are generally characterized in a ground test environment

with corrections for in-flight performance. Therefore, SID of flight vehicles reduces to

using measured data to determine the model structure for the aerodynamic forces and

moments and to estimate of the unknown parameters contained in the model [24].

Wind tunnel testing and computational fluid dynamics (CFD) are common sources

for quantifying aerodynamic characteristics of the flight vehicle early in the design

phase and throughout the life cycle. In most cases, wind tunnel testing and CFD

provide a more cost effective way to characterize the aerodynamics in comparison
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to flight testing, but each method has significant limitations (such as scaling effects

and dynamic limitations for wind tunnel testing and computational resources and error

propagation for CFD). SID provides a way to characterize the aerodynamics using

in-flight measurements for the actual flight vehicle in operational conditions. System

identification (1) provides an important independent source of validation for wind tunnel

testing and CFD, (2) provides a means of testing flight conditions and maneuvers that

are not easily reproduced in a ground test environment, (3) provides a way to expand

the flight envelope for existing flight vehicles, (4) provides a means of verification for

specification compliance, and (5) provides a reliable source of aerodynamic modeling

for automatic control system design [24]. Ideally, each of the three primary resources for

aerodynamic modeling: wind tunnel testing, computational fluid dynamics, and system

identification, are used in a coherent fashion to produce a comprehensive and reliable

model of flight vehicle aerodynamics.

Although flight vehicle SID is appropriately categorized as a specialized application

of SID, the use of in-flight measurements to determine aerodynamic parameters long

preceded the advent of SID as a technical discipline. One of the first approaches for

obtaining static and dynamic aerodynamic parameters from flight data was given by

Milliken [43] in 1947. A few years later, Greenberg [44] and Shinbrot [45] established

more general and rigorous methods for determining aerodynamic parameters from

transient maneuvers.

With the introduction of digital computers in the 1960s and 1970s, flight vehicle

SID became a tremendous field of research with much rapid advancement. Pioneering

contributions were made by individuals such as Taylor and Iliff [46], Mehra [47], Stepner

and Mehra [48], and Gerlach [49]. These early contributions were primarily in the area

of developing various parameter and state estimation techniques. Introduction of highly

maneuverable and unstable aircraft presented many challenges to the theory and

practice of system identification, many of which were addressed by Klein [50] and Klein
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and Murphy [51]. With a growing reliance on system identification for aircraft certification

and control system design combined with a desire to reduce the extent of flight testing,

research in optimal maneuver design was pursued by Mulder [52], Mehra [53, 54], and

Morelli [55, 56]. Several useful technical references for aircraft system identification have

been published, including an extensive bibliography compiled by Iliff and Maine [57], and

broad survey papers by Klein [58, 59], and Hamel and Jategaonkar [60]. Padfield [61]

and Hamel and Kaletka [62] have provided similar reference articles for rotorcraft system

identification.

With multiple options for input design and parameter estimation techniques well

in hand, current research trends are focused on model structure determination for

nonlinear and time-variant aerodynamic phenomenon, including high-alpha flight [63],

unsteady aerodynamics [64], wake vortex encounter [65, 66], ground effect [67] and

other configuration changes [68]. The interest in SID for adaptive control systems has

also led the development of various recursive parameter estimation techniques [38, 69],

including recursive least squares and extended Kalman filtering with state augmentation

[34]. The application of SID to store separation pursued in this research is properly

understood in this context to be an extension of these burgeoning techniques to a

nonlinear and, in this case, spatially variant aerodynamic modeling problem.

The urgent desire to reduce flight testing, combined with the increasing reliability

and versatility of computational fluid dynamics has given rise to a promising endeavor

to apply system identification techniques to CFD modeling. CFD can be used directly to

estimate linear and nonlinear aerodynamic characteristics but these applications have

traditionally been limited to stationary flight conditions. However, the computational

power needed to perform dynamic maneuvers in a virtual environment is now technically

feasible and increasingly available, closing the gap between traditional flight mechanics

methods and computational methods. Promising results have been documented by

Dean and Morton [70, 71] Green [72], Bodkin [73], and Clifton [74]. It is recognized
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that whereas conventional SID is applied to the actual flight vehicle, CFD-based SID

provides a model of a model, e.g. a parametric model or reduced order model. However,

the CFD-based parametric model has many beneficial uses that may dramatically

reduce the extent of full-scale flight tests, resulting in cost and schedule savings

[70]. Furthermore, many of the inaccuracies that arise from flight testing (such as

measurement error, state estimation, atmospheric turbulence, control system coupling,

collinearity among state variables, etc) are no longer limitations within a computational

environment. Though modeling inaccuracies are inherent in computational methods,

the trade-off between modeling and flight-test limitations levels the playing field between

the two approaches, providing further credibility to CFD-based SID. As CFD flow solvers

continue to advance in sophistication and accuracy with simultaneous advancement of

large scale computing capability, CFD-based SID will become increasingly relevant for

flight dynamics and control.

Application of CFD-based SID to store separation is of particular interest. System

identification requires execution of dynamic maneuvers that are physically impossible

or at least immensely impractical for a store in the vicinity of an aircraft. However,

such maneuvers are easily accomplished in a computational environment, providing

the capability of parametric modeling using SID in a flow field environment that is

otherwise difficult to describe analytically. Although this research emphasizes wind

tunnel based SID, the transfer of these methodologies to a CFD environment should be

straightforward.

3.1.3 Store Separation System Identification

The application of system identification to aerodynamic modeling for store

separation leads to a parametric model that describes the spatially variant aerodynamics

of the store during separation. Offline wind tunnel based trajectory simulations provide

a virtual environment for accomplishing maneuvers necessary to perform system

identification in an exploratory fashion due to the rapid computation of trajectories on
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any modern personal computer. Store separation SID is a procedure that includes (1)

model postulation, (2) input design, (3) model structure determination, (4) parameter

estimation, and (5) model validation. For the purpose of this research, the postulated

model is a multivariate polynomial with spatially variant coefficients. The model structure

is dependent on the input and flight conditions and is determined using multivariate

orthogonal decomposition. The input is defined using a multisine dynamic optimization

algorithm. Parameter estimation is accomplished using the equation error method and

model validation is accomplished by comparing predicted results with independent

simulations. These concepts are discussed in detail in Section 3.2. The application of

these techniques to determine a parametric model for store separation is one of the

primary contributions of this research.

3.2 Identification Methods

The core activities of system identification are primarily model structure determination

and parameter estimation. In practice, flight vehicle SID encompasses a much broader

range of activity. According to Klein and Morelli [24], flight vehicle SID includes

model postulation, experiment design, data compatibility analysis, model structure

determination, parameter and state estimation, collinearity diagnostics, and model

validation. An in-depth development of each of these areas is provided by Klein and

Morelli and similar developments are provided by Jategaonkar [34]. When applying

SID to store separation in a virtual environment, the process is slightly modified and

in some ways simpler. Experiment design requires consideration of instrumentation

requirements, which are not relevant for simulation-based study. Rather, the experiment

design step reduces to input design, which is an area of paramount importance for

simulation-based studies where shorter duration maneuvers are highly desirable.

Data compatibility analysis is driven by the need to synthesize measurements from

various instrumentation systems (typically the aircraft air data system and inertial

measurement system) and again this step is omitted for simulated trajectory solutions.
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State estimation is a necessary tool for flight testing since many of the state variables

are not measured directly and even those that are measured directly are corrupted

by noise. State estimation techniques (usually a Kalman filter variant) provide a way

to reconstruct the flight path with optimal estimates of the true state given assumed

measurement error characteristics. In a simulation environment, the states are specified

and recorded with numerical precision; all states are known and measurement noise is

not incurred. Finally, in flight testing, the state variables are inherently related through

dynamic and kinematic relationships and in some cases the variables are nearly linearly

dependent, causing significant problems for identifiability.1 In such cases, collinearity

diagnostics are necessary to determine the accuracy of the parameter estimation by

considering the correlation among the input variables. In a simulation environment, the

input is more freely selected and the inputs can be chosen to be mutually orthogonal,

providing maximum information content in the input signal and eliminating collinearity

among input variables.

With the above simplifications, the store separation SID procedure is reduced to

the following steps: model postulation, input design, model structure determination,

parameter estimation, and model validation. These procedures are discussed in more

detail in Sections 3.2.1 through 3.2.4.

3.2.1 Input Design

The task of input design is to determine a suitable reference trajectory from which

parameter estimation can be accomplished. The objective is to design an input that will

excite the dynamic system so that the data contain sufficient information for accurate

1 The concept of identifiability is closely related to controllability and observability.
Identifiability, as the name suggests, quantifies the ability to determine the influence of a
given input on a specified output. When two are more inputs are perfectly correlated,
the influence of each input on the observed output becomes impossible to identify
mathematically.
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modeling. It is also desirable to maximize the information in the input signal in order

to reduce the duration of the trajectory. Several types of input commonly used in

aircraft system identification include an impulse, step, square wave, doublet, multistep,

and frequency sweep [24]. These signals find wide application in aircraft system

identification due primarily to the ease of implementation. However, these inputs

generally require long duration maneuvers to generate sufficient modeling results.

Alternatively, multisine inputs produce a favorable input signal for simulation-based

system identification with rich information content over a relatively short time interval.

The multisine input is a sum of sinusoids with various frequencies, amplitudes, and

phase angles, optimized to provide the maximum information content over a specified

range of frequency and amplitude [24]. The Schroeder sweep is one such maneuver

consisting of a summation of multiple harmonic cosine terms [75]. Previous work has

shown that the Schroeder sweep provides an input with good frequency content and low

peak factor [76]. The peak factor is a measure of the ratio of maximum input amplitude

to input energy contained in the signal. Inputs with low peak factors are efficient in the

sense of providing good frequency content without large amplitudes in the time domain

[76]. Modifications of the Schroeder sweep have been investigated and applied in a

variety of situations [77, 78]. Multisine inputs are difficult for a pilot to create manually,

but have found strong support in applications involving simulation where the primary

interest is in an information-rich input signal with compact duration [79, 80]. Morelli

developed an extension of the Schroeder sweep input design method to include multiple

orthogonal inputs with optimized peak factors [76]. The corresponding technique

was implemented in the Matlab R© toolbox System Identification Programs for Aircraft

(SIDPAC R©), also developed by Morelli [81]. The multisine input method can generate

an arbitrary number of multiple inputs that are mutually orthogonal and adhere to a

uniform power spectrum, providing an excellent framework for simulation-based system

identification. The development proposed by Morelli is summarized here.
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Each multisine input uj is comprised of a set of summed harmonic sinusoids with

individual phase lags φK , as shown in Equation (3–1), where M is the total number

of harmonic frequencies, T is the time length of the excitation, and AK and φK are the

amplitude and phase angles to be chosen for each of the harmonic components.

uj =

M
∑

k=1

Ak cos

(

2πk t

T
+ φK

)

(3–1)

The phase angles are chosen using a simplex optimization algorithm to produce a

low peak factor PF, defined by Equation (3–2).

PF (uj) =
[max(uj)−min(uj)]/2

√

(

uTj uj
)/

N
(3–2)

When the input excitation uj oscillates symmetrically about zero, the peak factor can

be expressed in terms of the norms ‖uj‖∞ and ‖uj‖2 .

PF (uj) =
[max(uj)−min(uj)]/2

2 rms(uj)
=

‖uj‖∞
‖uj‖2

(3–3)

The term ‖uj‖∞
/

‖uj‖2 is referred to as the crest factor in signal processing literature

and is a measure of the peak to average ratio. A single sinusoidal component from

the summation in Equation (3–1) has PF =
√
2 . The relative peak factor, defined by

Equation (3–4), is a measure of the peak factor relative to a single sinusoid.

RPF (uj) =
[max(uj)−min(uj)]
2
√
2 rms(uj)

=
PF (uj)√
2

(3–4)

The relative peak factor is a measure of efficiency of an input for parameter

estimation purposes, in terms of the amplitude range of the input signal divided by

the measure of the signal energy [76]. Lower relative peak factors are desirable for

parameter estimation where the objective is to excite the system without driving it

too far away from the nominal operating point [76]. In many cases, the postulated

model is linear (or slightly nonlinear) and keeping the aircraft near the operating

condition is an essential feature for valid input design. In the case of simulation-based

94



www.manaraa.com

system identification, a low relative peak factor also implies an information-rich signal,

covering the desired input range in a short time period. Furthermore, the orthogonal

multisine input allows multiple inputs to be excited simultaneously while preserving good

identifiability between the output and input signals due to the orthogonality of the inputs.

This is compared to conventional square-wave and frequency-sweep inputs, which are

executed sequentially to avoid correlation in the input variables, greatly extending the

duration of the maneuver. By comparison, it is apparent that (1) conventional inputs are

ideal for manual implementation in aircraft with sufficiently long maneuver durations, and

(2) multisine inputs are ideal for computer simulation with compact maneuvers and good

energy content.

Figure 3-1 shows a multisine input signal for two orthogonal inputs generated using

the SIDPAC R© function mkmsswp. The frequency range specified is from 0 to 5 Hz,

the duration is 5 seconds, and the amplitude is +/- 5. The inputs are representative of

control surface deflections during a particular maneuver.

Parameter estimation involves developing a mathematical relationship between the

specified input and observed output. Therefore, it is important to use an input signal that

sufficiently covers the input space of interest. Figure 3-2 shows an alternative view of

in the same two input signals, called a regressor map, which can be used to visualize

the coverage of the input space. From Figure 3-2, it is apparent that the multsine input

provides good coverage of the entire space with emphasis near the boundaries and

corners. This particular feature is beneficial for capturing nonlinearities in the observed

data and useful for predicting values within the input space.

3.2.2 Model Structure Determination

The postulated model for store separation SID includes a multivariate polynomial

with constant coefficients for uniform flow contributions combined with a multivariate

polynomial with spatially variant coefficients for the nonuniform flow contribution. The

postulated model is general in the sense that it could be applied to any aircraft/store
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Figure 3-1. Multisine excitation for two orthogonal inputs from 0 to 5 Hz with amplitude
range from +/- 5.
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Figure 3-2. Regressor map for the multisine inputs shown in Figure 3-1.

configuration or to an individual store/aircraft in a variety of flight conditions and

configurations, but to be of practical use the model must be completely specified.

In other words, model postulation is suitable for a generic description of nonlinear
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aerodynamics, but model structure determination and parameter estimation are

necessary to finalize the model for a particular application of interest.

In general, the goal of model structure determination is to find a compact model

that still has adequate complexity to capture the nonlinear functional dependencies

between the independent and dependent variables [82]. Keeping the number of terms in

the model low is an essential feature that improves the identifiability of the parameters

in the model, resulting in a more accurate model with good predictive capability [82]. In

this research, the model terms are determined using multivariate orthogonal polynomial

functions based on a procedure proposed by Morelli [4] and implemented in the Matlab R©

toolbox SIDPAC R©.

The proposed technique uses multivariate orthogonal modeling functions generated

directly from the measured data to determine a compact nonlinear model structure.

The orthogonal models are then transformed back into the original regressor space to

determine a multivariate polynomial valid for modeling nonlinear aerodynamics. The final

model is a finite multivariate power series expansion for the dependent variable in terms

of the independent variables.

Determining the model structure in the transformed orthogonal coordinates provides

several advantages over traditional iterative or ad hoc methods (such as stepwise

regression). First, each transformed regressor is mutually orthogonal to all other

regressors, eliminating any difficulties that arise from correlated inputs. Second, the

estimate of each parameter within the model is decoupled from the estimates of all

other parameters. This decoupling provides a way to assess the contribution of each

individual model term independently of any other term in the model, resulting in a

straightforward method for determining the most significant terms in the model. In

general, the more terms present in the model, the better the model will fit the measured

data. However, at some point, the explanatory power of the model is exhausted and

the remaining increases in accuracy are due completely to over-parameterizing the
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model and “fitting the noise” in the measured data. Obviously, a trade-off between

goodness-of-fit and the number of parameters in the model is necessary. Orthogonal

functions provide a means for achieving this trade-off in a structured fashion by selecting

the model that minimizes the predicted squared error.

Model structure determination begins with a vector of measured dependent variable

values consolidated as an N-dimensional vector y .

y = [y1, y2, ..., yN]
T (3–5)

The measured values are modeled by a linear combination of mutually orthogonal

modeling functions, pj , j = 1, 2, ..., n . Each pj is itself an N-dimensional vector, which is

in general a function of the independent variables xi , i = 1, 2, ...,m . The independent

variables can be consolidated into a regressor matrix.

X = [x1, x2, ..., xm] X ∈ R
Nxm (3–6)

Similarly, the values of orthogonal functions can be written as a transformed

regressor matrix, as shown in Equation (3–7), where it is understood that P = P (X) .

P = [p1, p2, ..., pn] P ∈ R
Nxn (3–7)

A method for determining P (X) using Graham-Schmidt orthogonalization is

presented by Morelli [24]. The dependent variable y can be expressed as a linear

combination of the orthogonal modeling functions, as shown in Equation (3–8), where aj

(j = 1, 2, ..., n) are constants yet to be determined and ǫ is a vector of modeling errors.

y = a1p1 + a2p2 + ... + anpn + ǫ (3–8)

In matrix form, equation (3–8) can be written as Equation (3–9), where a =

[a1, a2, ..., aN ]
T .

y = Pa+ ǫ (3–9)
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The goal is to determine the values of a which minimize the least squares cost

function.

J = (y− Pa)T (y − Pa) (3–10)

It will be shown in the Section 3.2.3 that the least squares estimate â is given by

Equation (3–11).

â =
[

PTP
]−1
PTy (3–11)

The matrix inversion
[

PTP
]−1 is the source of difficulty for parameter estimation

problems with correlated inputs. For the inverse to exist, the vectors pj must be

independent. Highly correlated inputs therefore result in an ill-conditioned matrix,

significantly weakening the accuracy of the parameter estimates. However, for the case

of mutually orthogonal modeling functions, the following important property exists.

pTi pj = 0 , i 6= j , i , j = 1, 2, ..., n (3–12)

As a result, the matrix PTP is diagonal, the matrix inversion is trivialized, and the

least squares parameter estimates are decoupled. Following Equation (3–11), the least

squares parameter estimates are determined as a set of scalar equations.

aj =
(

pTj y
)/(

pTj pj
)

j = 1, 2, ..., n (3–13)

For the purposes of model structure determination, the result shown in Equation

(3–13) is significant. In essence, the determination of the j th parameter estimate

has been decoupled from all other terms in the model. Only the dependent variable

measurements and a single orthogonal vector are required to determine each parameter

estimate. This allows each parameter to be determined uniquely regardless of the

other parameters under consideration. Furthermore, the estimated cost function can be

written as Equation (3–14).

Ĵ = yTy −
n
∑

j=1

(

pTj y
)2
/

(

pTj pj
)

(3–14)
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The second term in this expression is always positive and it is therefore apparent

that each orthogonal function will necessarily reduce the least squares cost function.

More importantly, the quantitative reduction in the cost function can be determined

independently for each orthogonal function, providing a means of selecting the most

significant terms first and eliminating the least significant terms altogether.

Equation (3–14) indicates that the cost function will continue to be reduced as

long as terms are added to the model. Intuitively, there must be a limit to the physically

meaningful terms that explain the functional dependencies in the data. As such, the

number of orthogonal modeling terms are chosen to minimize the predicted squared

error, defined by [83] and shown in Equation (3–15).

PSE =
Ĵ

N
+ σ2o

n

N
(3–15)

The maximum estimate of the variance is given by Equation (3–16), where ȳ is

simply the average value of the independent variable measurements.

σ2o =
1

N

N
∑

i=1

(yi − ȳ)2 (3–16)

The first term in the PSE (Equation (3–15)) represents the mean square fit error,

and will always be reduced as the number of the terms in the model increases. The

second term is a product of the maximum variance in the data and a ratio of the number

of terms in the model with the number of measurements in the data. Therefore, the

second term represents a penalty for over-fitting the data. Since the first term is

guaranteed to decrease with each additional term, and the second term is always

positive and guaranteed to increase with each additional term, the PSE is guaranteed

to have a true global minimum. Further details on the statistical properties of the

PSE metric, including justification for its use in modeling problems is documented by

Barron [83]. The number of terms in the model is selected to achieve a minimum PSE,

resulting in a model that is sufficiently complex to capture the functional dependencies
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in the measured data and sufficiently compact to provide parameter identifiability

and predictive capability. Examples using multivariate orthogonal functions will be

considered in Sections 3.3.

3.2.3 Parameter Estimation

The most commonly applied parameter estimation techniques can be broadly

classified into three categories: 1) equation error, 2) output error, and 3) filter error

methods [60]. The choice of a particular method is generally dictated by the model

structure and by the assumed characteristics of the measurement and process noise

inherent in the system.

The output error method is a nonlinear optimization method that has been most

widely used for aircraft parameter estimation [60]. The key feature of the output error

method is the capability to account for the measurement noise inherent in flight-test

data using the principle of maximum likelihood. In the output error method, model

parameters are adjusted iteratively to minimize the error between the measured output

and the model-estimated responses [34], hence the name “output error”. Thus, the

nonlinear equations of motion are evaluated during each iteration resulting in a nonlinear

optimization problem. A comprehensive description of the output error method with

several examples is provided by Jategaonkar [34] and Morelli [24].

The output error method allows for measurement error in the dependent variables

but assumes perfect measurement of the state variables. In flight-test applications, the

state measurements are also corrupted by error. Particularly in situations with significant

atmospheric turbulence, the output error method may yield poor estimates of the model

parameters [34]. In such cases, the filter error method is more reliable. The filter error

method accounts for both measurement noise and process noise (such as turbulence)

by considering a stochastic system. As a consequence, a suitable state estimator is

required to propagate the states. The state estimation is performed using a Kalman

filter or an Extended Kalman Filter (EKF), depending on the linearity of the postulated
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model. Filter error methods represent the most general approach to aircraft parameter

estimation. Although the filter error method is substantially more complex than the

output error method, the method is applicable to a wider variety of aircraft identification

problems, including parameter estimation for nonlinear aerodynamic models in the

presence of turbulence. The filter error method was first proposed by Balakrishnan [84],

with pioneering developments by Mehra [85] and Iliff [86] in the 1970s. A comprehensive

description of the filter error method with several examples is provided by Jategaonkar

[34] and Morelli [24].

The third parameter estimation technique commonly used in SID is the equation

error method. Synthesis of the aerodynamic forces and moments acting on a flight

vehicle through Taylor series expansion leads to a model that is linear in the parameters

(though it may be nonlinear in the state variables). The equation error method, based

on classical regression techniques, is ideally suited for parameter estimation of

multivariate polynomial models. The equation error method is the simplest of the three

mainstream parameter estimation methods, but it may lead to least accurate estimates

in the presence of significant measurement noise. Thus practical implementation of

the equation error method relies on smooth flight-test conditions, quality flight-test

instrumentation, and post-flight trajectory reconstruction.

For simulation-based system identification, these limitations are not of concern.

In a simulation environment the states are known with numerical precision and the

measurement noise is limited to the noise present in the CFD or wind tunnel database.

Furthermore, the equation error method provides a great deal of flexibility in modeling

structures and lends itself nicely to model structure determination methods, such as the

multivariate orthogonal polynomial previously described. The equation error method

does not rely on the temporal arrangement of the flight-test data, allowing multiple

flight-test maneuvers to be concatenated together for a single estimation problem or

alternatively a large scale maneuver to be decomposed into smaller locally valid models
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(a process referred to as data partitioning) [34]. Finally, even for nonlinear equations

of motion and nonlinear multivariate polynomials, the equation error method remains

a linear estimation problem solved efficiently in a single pass using linear algebraic

methods.

The equation error method is fundamentally based on the well-known least squares

technique, which is briefly considered here. As a result of the postulated aerodynamic

model for a store in uniform flow, the aerodynamic coefficients represented by the

response variable y(t) can be expressed as a linear combination of variables, as shown

in Equation (3–17), where ξ1, ξ2, ..., ξn are in general nonlinear combinations of the state

variables (e.g. α, β,α2,αβ etc.).

y(t) = θ0 + θ1ξ1(t) + θ2ξ2(t) + ... + θnξn(t) (3–17)

Despite the potential nonlinear relationship between the response variable and the

state variables, the model equation for y(t) is linear in the parameters θ0, θ1, ..., θn. The

model equation can be written in more compact form as shown in Equation (3–18).

y = Xθ (3–18)

In Equation (3–18), y = [ y(1) y(2) ... y(N) ]T is an N × 1 vector, θ =

[ θ0 θ1 ... θn ]
T is an np × 1 vector with the number of parameters np = n + 1, and

X = [ 1 ξ1 ... ξn ]
T is an N × np matrix. The response variables are not known

precisely. Rather, the measurement equation is given by Equation (3–19), where

z = [ z(1) z(2) ... z(N) ]
T and υ = [ ν(1) ν(2) ... ν(N) ]

T are both N × 1 vectors

and ν are the measurement errors.

z = Xθ + υ (3–19)

The best estimator of the parameters θ in a least-squares sense comes from

minimizing the sum of squared differences between the measurements and the model.
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The associated cost function can be written as Equation (3–20).

J (θ) =
1

2
(z−Xθ)T (z− Xθ) (3–20)

The parameter estimate θ̂ that minimizes the cost function must satisfy Equation

(3–21), which can be simplified to Equation (3–22).

∂J

∂θ
= −XTz+ XTXθ̂ = 0 (3–21)

XT
(

z− Xθ̂
)

= 0 (3–22)

Provided that the required inverse exists, Equation (3–22) can be solved to yield the

least squares estimator.

θ̂ =
(

XTX
)−1
XTz (3–23)

Thus, given the measurements z and a matrix of postulated regressors X , the

parameters θ that minimize the residual error ν can be determined directly. The

mathematical simplicity of Equation (3–23) is the primary advantage of the equation

error method and the principle feature that leads to a variety of applications and

modeling flexibility. Examples using the equation error method applied to store

separation system identification will be presented in Section 3.3.

3.2.4 Model Postulation

For store separation, the established delta coefficient methodology (2.3.2) provides

a solid starting point for application of system identification methods. Using the

superposition approach inherent in the delta-coefficient methodology, the functional

form of the aerodynamic coefficients is shown in Equation (3–24).

C = CFS + ∆CTRANS + ∆CROT +∆CG +∆CC (3–24)

The four separate terms in Equation (3–24) result from four distinct types of wind

tunnel testing, providing a logical framework for the functional expression. It is also
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noted that the freestream, rotational, and control terms: CFS, ∆CROT , and ∆CC, are all

determined in a uniform flow environment, whereas the grid data correction, ∆CG, is

determined from a nonuniform flow. This dichotomy suggests another way to formulate

the aerodynamic coefficients as shown in Equation (3–25a), where CU represents the

uniform flow contribution to the total aerodynamic coefficient and ∆CNU represents the

nonuniform correction. It is intuitive and convenient to apply system identification to

each of these terms separately and recombine the expressions to determine the total

aerodynamic coefficient.

C = CU +∆CNU (3–25a)

CU = CFS (M,αS , βS) + ∆CROT
(

WpBB ,
WqBB ,

W rBB
)

+∆CC (δe , δa, δr) (3–25b)

∆CNU = ∆CG
(

rB/A,ψ
A
B , θ

A
B ,φ

A
B

)

(3–25c)

3.2.4.1 Uniform flow contribution

Due to the assumption of a quasi-steady flow field, the functional form of the

uniform flow contribution is amenable to a Taylor series expansion. The expansion

can be represented by a multivariate polynomial that is linear in the parameters

but potentially nonlinear in the state variables. The general nonlinear form of the

Taylor series expansion is conveniently expressed using matrix notation, as shown in

Equation (3–26).

CiU = X (αs , βs , p, q, r , δ)β (3–26)

In Equation (3–26), X ∈ R
1×N is a matrix of regressors composed of linear and

nonlinear functions of the original state variables, and β ∈ R
N×1 is a matrix of constant

coefficients, composed in part of conventional aerodynamic derivatives. For simplicity,

it has also been assumed that the variation in the coefficient with respect to Mach

number and velocity is negligible over the interval of interest (approximately 1 sec).

105



www.manaraa.com

Given the postulated model in Equation (3–26), several methods exist that may be used

to determine a suitable model structure X and model coefficients β . In this research,

the regressors were determined using multivariate orthogonal polynomials and the

coefficients were determined using ordinary least squares, as discussed in 3.2.3. An

example using this approach is presented in Section 3.3.

3.2.4.2 Non-uniform flow contribution

The nonuniform flow field is characterized in wind tunnel testing by measuring

aerodynamic forces and moments acting on the store at multiple discrete locations

within the flow field. At any one location, the nonuniform correction can be formulated as

shown in Equation (3–27).

∆CNU (z = const) = ∆CNU (ψ, θ,φ) (3–27)

A Taylor series expansion can be applied appropriately, where it is recognized

that the expansion is carried out at a particular stationary location within the flow field.

Intuitively, the expansions at each location within the flow field can be formulated in a

nonlinear continuous fashion, resulting in a multivariate polynomial model with spatially

variant coefficients. The general nonlinear form of this model can be conveniently

expressed in matrix notation, as shown in Equation (3–28).

∆CNU (z ,ψ, θ,φ) = E (ψ, θ,φ)

[

c0(z) c1(z) ... cn−1(z)

]T

(3–28)

The model structure E (ψ, θ,φ) ∈ R
1×n is composed of linear and nonlinear

combinations of the Euler angles and can be determined using multivariate orthogonal

polynomials. The model coefficients c0(z), c1(z), cn−1(z), etc. represent spatially variant

terms and require further consideration.

3.2.4.3 Spatial variation

Identification of a nonuniform delta-coefficient model consists of two interrelated

tasks, including (1) determination of the model structure in the state variables and
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(2) determination of the spatially variant coefficients. In this research, the model

structure is determined using multivariate orthogonal polynomials in a manner similar

to the freestream model. The functional form of the spatially variant coefficients is

specified by considering the dominant characteristics of diminishing nonuniform flow

field aerodynamics and the parameters within the functional form are estimated using

nonlinear least squares. The result is a compact parametric model that can be used to

represent the spatially variant aerodynamics of store during separation for a variety of

applications.

The diminishing nature of the nonuniform delta coefficient as the store separates

from the aircraft provides an important boundary condition for the spatially variant

coefficients in Equation (3–28). Under the quasi-steady and uniform atmosphere

assumptions posited in Chapter 2, there always exists a distance between the aircraft

and store at which the aircraft flow field effect on the store is negligible. This physical

realization can be expressed mathematically by considering the limit as z → ∞ , i.e.

one can be assured that the limiting value of the nonuniform delta coefficient is zero, as

shown in Equation (3–29).

lim
z→∞
∆CNU = 0 (3–29)

Given the multivariate polynomial model postulated in Equation (3–28), it is evident

that each term in the model is independent. Therefore, Equation (3–29) implies

that each coefficient in the model will approach zero independently, as shown in

Equation (3–30), where n is the number of terms in the model.

lim
z→∞
ci(z) = 0 i = 1, ... , n (3–30)

This guiding criterion is based on the physical principle that as the distance

between the aircraft and store increases without bound, the effect of the aircraft flow

field on the store aerodynamics becomes negligible. In practice, it is reasonable to
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expect the effect of the aircraft on the store aerodynamics to become small at a vertical

distance equivalent to 1-2 lengths of the aircraft.

One particular mathematical expression that meets the boundary condition

expressed in Equation (3–30) is the exponential function, e−ϕz where the rate of decay,

ϕ, needs to be estimated using measured data. However, the exponential function

is monotonically decreasing. For complex flow fields, one can be assured that the

aircraft effect will diminish as the distance between the aircraft and store becomes

large, but there is no assurance that this decrease will be monotonic. For example,

one might expect that the flow field effect would become more significant as a store

passes through a shock or expansion wave during supersonic flight. A postulated model

that satisfies Equation (3–30) and allows a non-monotonic curvature is given by an

exponential-polynomial product, as shown in Equation (3–31).

ci(z) = e
−ϕz

(

η0 + η1z + η2z
2 + ... + ηmz

m
)

(3–31)

Equation (3–31) represents a nonlinear equation for single model coefficient with

unknown parameters ϕ, η0, η1,... , ηm that must be estimated from measured data.

The nonuniform delta coefficient can be written as a matrix equation, as shown in

Equation (3–32).

∆CNU (z ,ψ, θ,φ) = E (ψ, θ,φ)

[

c0(z) c1(z) ... cn−1(z)

]T

(3–32)

The model structure is a matrix composed of linear and nonlinear regressors, as

shown in Equation (3–33).

E (ψ, θ,φ) =

[

ξ1 ξ2 ... ξn

]

E ∈ R
1×n (3–33)

Using the postulated form of the spatially variant model coefficients given in

Equation (3–31), the model coefficients can also be written in a general matrix form, as
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shown in Equation (3–34) and further condensed in Equation (3–35).

ci(z) = e
−ϕiz

(

[

η0 η1 ... ηm

] [

1 z ... zm
]T
)

(3–34)

ci(z) = e
−ϕiz (ηiZi) (3–35)

In Equation (3–35), Zi = [ 1 z ... zm ]T is a p × 1 vector and ηi = [ η0 η1 ... ηm ]

is a 1 × p vector, where p = m + 1. If it is further presumed that the model structure

within the polynomial portion of each model term is held fixed, then Z = Zi ∈ R
p×1 for

i = 1, ... , n . Consequently, the vectors ηi can be combined into an n × p matrix.

η =

[

ηT1 ηT2 ... ηTn

]T

η ∈ R
n×p (3–36)

The matrix product in Equation (3–35) results in an n × 1 vector.

ηZ ∈ R
n×1 (3–37)

Furthermore, the scalar exponential functions of z can be written as a matrix

exponential, as shown in Equation (3–38).

e−Φz =













e−φ1z · · · 0

... . . . ...

0 · · · e−φnz













Φ ∈ R
n×n (3–38)

Combining the results from Equation (3–37) and (3–38), the matrix product in

Equation (3–39) corresponds to the original coefficient matrix.

e−Φzη Z =

[

c0(z) c1(z) ... cn−1(z)

]T

∈ R
n×1 (3–39)

Consider the original form of Equation (3–32). Using the result in Equation (3–39),

the nonuniform delta coefficient can be written in the compact parametric form shown in

Equation (3–40).

∆CNU (z ,ψ, θ,φ) = E (ψ, θ,φ) e
−ΦzηZ(z) (3–40)
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Equation (3–40) is significant. Given sufficient wind tunnel or CFD data, this

compact parametric model is a suitable candidate for modeling the spatially variant

aerodynamics of a store during separation. The terms E (ψ, θ,φ) and Z(z) are matrices

composed of the original state variables. The components of the matrix E (ψ, θ,φ) are

determined using multivariate orthogonal polynomials and the components of Z(z)

are chosen by the analyst for the particular application at hand (a cubic polynomial

including z , z2 and z3 is generally sufficient). The terms Φ and η are constant matrices

determined using nonlinear least squares estimation. Thus, all four terms are readily

determined and quantified using the SID techniques discussed in Section 3.2.

Returning to Equation (3–26), the uniform flow contribution to the aerodynamic

coefficient can also be expressed in matrix form, where X is a matrix of regressors and

β is a constant vector. The general matrix form for the total aerodynamic coefficient is

given by Equation (3–41).

C = X (αS , βS , p, q, r , δ)β+E (ψ, θ,φ) e
−ΦzηZ(z) (3–41)

Of particular importance is the nature of the exponential term, e−Φz . During a safe

separation, the variable z is always positive and monotonically increasing. Therefore,

provided that the matrix Φ is positive definite, the exponential term will continually

diminish as z increases, and the aerodynamic coefficient will approach the freestream

value, as shown in Equation (3–42).

lim
z→∞

(

Xβ+E e−ΦzηZ
)

= Xβ ⇒ lim
z→∞
(CU + ∆CNU) = CU (3–42)

Equation (3–41) can be considered as a candidate model for any store in a

continuous spatially varying flow field for which time-averaged wind tunnel or CFD

data are available. The accuracy of the model in reproducing the source data will be

dependent on the complexities of the flow field and the expertise of the analyst. An
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extended example will provide greater clarification in the application and utility of this

parametric model.

3.3 Example: Store Separation

The system identification approach discussed in Section 3.2 is first applied to

determine a parametric freestream model, valid for a store in far-field, uniform flow

conditions; see Section 3.3.1. Next, the nonuniform delta coefficient is modeled

using system identification to determine a spatially variant parametric model; see

Section 3.3.2. The freestream and delta coefficient models for this example are based

completely on wind tunnel data, but in principle could also be determined using CFD.

Finally, in Section 3.3.3 the two models are combined to estimate the total aerodynamic

forces and moments and the cumulative model is compared to flight-test data with

favorable results.

3.3.1 Freestream System Identification

Modeling the aerodynamic characteristics of a store in far-field, uniform (freestream)

flight conditions is straightforward using established system identification techniques.

This section presents simulated results used for model identification, and provides

validation of the parametric freestream model.

3.3.1.1 Simulated maneuver

In the typical application of flight vehicle SID, the inputs are specified and the

response of the vehicle is measured in flight. However, this approach may result in

correlation between state variables and low information content in the aircraft response,

requiring long duration maneuvers. In a simulation environment, direct manipulation

of the state and control inputs results in a more efficient maneuver with improved

identifiability [49, 70]. Multisine inputs can be used to generate orthogonal signals for the

desired state and control inputs and the kinematic equations of motion can be used to

maintain physical relationships between state variables. For the current application, the

air incidence angles were specified using multisine inputs, the angular body rates were
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computed using kinematic relationships, the velocity of the store relative to the air was

held constant, and the position of the store CG was held fixed (i.e. the store is pinned at

a stationary location but free to rotate, conceptually similar to a wind tunnel test).

The kinematic relationships between the time derivative of the Euler angles and the

angular rates can be extracted from the conventional rigid aircraft equations of motion

[24]. For the special case of a pinned store CG, the roll orientation is specified such that

θ = αs , ψ = −βs and φ := 0 . As a result the kinematic relationship reduces to the

expressions in Equation (3–43).

[

p q r

]T

=

[

β̇s sinαs α̇s −β̇s cosαs
]T

(3–43)
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Figure 3-3. Definition of a training maneuver with multisine inputs for (top) air-incidence
angles and (bottom) angular rates computed using kinematic relationships.

The top portion of Figure (3-3) shows the specified air incidence angles of the store

in uniform flow, generated as orthogonal multisine inputs with a frequency range of

0-5 Hz and an amplitude range of ±20 deg for αs and ±10 for βs . The bottom portion

of Figure (3-3) shows the angular rates computed using the kinematic relationships in

(3–43).
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With all twelve state variables specified, the aerodynamic coefficients for the

prescribed trajectory can be determined with the same interpolation methods used

for a conventional 6DOF simulation. Multivariate orthogonal polynomials are used to

determine a suitable model structure that minimizes the predicted squared error and the

ordinary least squares approach is used to estimate the model parameters. The results

for the pitching moment coefficient, Cm, and the normal force coefficient, CN , are shown

in Figure (3-4).
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Figure 3-4. Aerodynamic coefficient comparison between simulation and system
identification results for a store in freestream flight conditions at Mach 0.9 /
550 KCAS / 4800 ft.

The results from simulation and the predicted response for Cm and CN are in good

agreement over a range of output values, with R-squared values of R2 = 98.5% and

R2 = 99.7%, respectively. The identified multivariate polynomial models, a 4th order

model for Cm and 3rd order model for CN , are given by Equations (3–44) and (3–45).

Cm = −4.94α − 74q̂ − 94.71αβ2 + 2.44α2 + 10.07α3 − 77.75α2β2 (3–44)

CN = 5.25α + 45.656αβ
2 + 7.90α3 (3–45)

Similar results were obtained for side force (R2 = 99.1%) and yaw moment

(R2 = 97.3%) coefficients. The axial force (R2 = 84.9%) and roll moment (R2 = 91.2%)

coefficients have lower prediction accuracy due in part to a greater measurement
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uncertainty. Fortunately, the trajectory prediction is less sensitive to these coefficients.

Overall, the multivariate polynomials with constant coefficients characterize the

freestream aerodynamics quite well. It should be noted that these models are valid

for the range of ±20 deg for αs and ±10 for βs , commensurate with the prescribed

maneuver. Though the models may be evaluated outside of this range, the accuracy of

the prediction quickly degrades. If a larger range is necessary, the input maneuver can

be redesigned, though model predictive accuracy may degrade if the input design is too

large. Alternatively, the system identification process can be applied over a neighboring

range of input values (say, 30 ± 10 deg for αs) to identify a complementary model. The

complementary models can then by synthesized in a simulation environment.

3.3.1.2 Model validation

The predictive quality of the model can be evaluated in multiple ways; two particular

comparisons are examined here. First, comparison of the model to the static freestream

database from which it is derived is considered. Second, comparison with a similar but

independent maneuver is considered.

A static freestream model can be recovered by setting all dynamic terms in the

model to zero. For this application, this implies that p̂ = q̂ = r̂ = 0. The resulting

model is readily deduced from Equations (3–44) and (3–45). It should be noted that

the recovered static model is not necessarily identical to the model that would have

been estimated if p̂ = q̂ = r̂ = 0 from the beginning. However, it is close enough to

demonstrate the validity of the dynamic model in this restricted sense. The results for

the static pitching moment coefficient, Cm , and the static normal force coefficient, CN ,

are shown in Figure (3-5). Again, the results are favorable.

The predictive quality of the model is further justified by considering a similar but

independent maneuver. Figure (3-6) shows air incidence angles generated using

a multisine input with a frequency range of 0-3 Hz and an amplitude range of +/- 20

deg for αs and +/- 10 for βs (top). Figure (3-6) shows a comparison of the resulting
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Figure 3-5. Static aerodynamic coefficient comparison between interpolated wind tunnel
data (solid lines) and system identification results (dashed lines) for a store
in freestream flight conditions at Mach 0.9 / 550 KCAS / 4800 ft.
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Figure 3-6. Validation results showing an independent maneuver and aerodynamic
coefficient comparison between interpolated wind tunnel data (solid lines)
and system identification results (dashed lines) for freestream flight
conditions at Mach 0.9 / 550 KCAS / 4800 ft.

pitching moment and normal force coefficients along the trajectory (bottom). The system

identification model is shown to agree favorably with the simulation results, indicating

good predictive quality for an independent trajectory.
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3.3.2 Spatially Variant System Identification

Identification of a constant parameter model for aerodynamics of a store in

a uniform flow field is a straightforward, as shown in Section 3.3.1. Modeling the

aerodynamics of a store in a nonuniform flow field is more involved due to the spatially

variant terms in the model. This section describes the use of a piecewise-continuous

maneuver to determine a spatially variant aerodynamic model and validation of the

model against an independent simulated maneuver.

3.3.2.1 Piecewise-continuous maneuver

System identification of the store in freestream conditions included specification

of a maneuver followed by model structure determination and parameter estimation

using multivariate orthogonal polynomials. For the piecewise-continuous approach

to modeling the spatially variant aerodynamics, the freestream modeling approach is

simply repeated at multiple stationary locations within the nonuniform flow field and the

results are combined to determine a suitable multivariate polynomial model with spatially

variant coefficients.

The same maneuver used for freestream system identification, shown in Figure

(3-3), is used at each stationary location within the nonuniform flow field. It should

be noted that the freestream aerodynamic coefficients are parameterized in terms

of the air incidence angles αs and βs , the non-dimensional angular rates p̂, q̂, r̂ , and

optionally the control surface deflections δa, δe, δr . In contrast, the delta coefficients are

parameterized in terms of the distance along the vertical direction from the aircraft, z ,

and the orientation of the store relative to the aircraft, ψ, θ,φ. Since each maneuver is

conducted at a stationary position within the nonuniform flow field, θ = αs , ψ = −βs ,

and φ = 0. Therefore, the maneuver specified in Figure (3-3) can be used directly.

All other state variables are specified using the relationships specified in 3.3.1.1. A

non-zero roll angle is corrected for using a coordinate transformation during simulation.

This approach neglects the interaction between the aircraft flow field and the store roll
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angle, an adequate approximation for a store that is nearly axisymmetric. A slightly

more sophisticated “rolled delta coefficient” approach can be used when the store is not

axisymmetric [3], but the additional complexity is unwarranted for this example.
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Figure 3-7. Comparison of simulation (solid) and system identification (dashed) results
for aerodynamic pitching moment and normal force delta coefficients at (a)
z=0ft, (b) z=5ft, and (c) z=10ft.

Figure (3-7) compares simulation and system identification results for the pitching

moment and normal force delta coefficients at three representative stationary positions

in the nonuniform flow field. The ordinate axis scale in Figure (3-7) is held fixed to

emphasize the diminishing value of the delta coefficient as the vertical distance

increases. The results indicate that the identified model matches the training data

well at each stationary position within the flow field.

The identified model equations for the pitching moment delta coefficient are shown

in Equations (3–46) through (3–48), as are the R-squared values for each position.

The model structure was determined using multivariate orthogonal polynomials for the

first maneuver (z = 0) and held fixed for all remaining positions. The coefficients were
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determined using ordinary least squares estimation.

∆Cm(z = 0) =− 1.02 + 2.83θ + 16.24ψ2 + 9.7ψθ − 11.41θ3 − 0.53ψ − 20.82ψ2θ

− 40.22ψθ3 + 131.00ψ2θ2 − 2.31θ2, R2(z = 0) = 93.2%
(3–46)

∆Cm(z = 5) =− 0.47 + 1.16θ + 1.47ψ2 + 3.85ψθ − 3.64θ3 − 0.42ψ − 8.56ψ2θ

− 6.86ψθ3 + 58.89ψ2θ2 − 1.48θ2, R2(z = 5) = 95.4%
(3–47)

∆Cm(z = 10) =− 0.18 + 0.51θ + 0.95ψ2 + 1.20ψθ − 1.55θ3 − 0.06ψ − 4.86ψ2θ

− 1.81ψθ3 + 26.06ψ2θ2 − 0.53θ2, R2(z = 5) = 94.3%
(3–48)

Equations (3–46) through (3–48) are three discrete models that may be represented

by a continuous model with spatially variant coefficients, as shown in Eqn. (3–49).

∆Cm(z ≥ 0) = c0(z) + c1(z)θ + c2(z)ψ2 + c3(z)ψθ + c4(z)θ3 + c5(z)ψ + c6(z)ψ2θ

+ c7(z)ψθ
3 + c8(z)ψ

2θ2 + c9(z)θ
2 R̄2 = 90.1%

(3–49)

Each of the spatially variant coefficients in Equation (3–50) can further be modeled

by a nonlinear exponential-polynomial product, as discussed in Section 3.2.4.3 and

shown in Equation (3–50), where n is the number of terms in the model and m is

the order of the polynomial in z . For the pitching moment delta coefficient model in

Equation (3–49), n = 10 and m = 3.

ci(z) = e
−φz
(

η0 + η1z + η2z
2 + ... + ηmz

m
)

i = 1...n (3–50)

The pitching moment delta coefficient model now consists of eleven equations

including Equation (3–49) and ten nonlinear equations represented by Equation (3–50).

These eleven equations may be written in a concise matrix form, as shown in Equation

(3–51), where ∆CNU represents any of the nonuniform flow field delta coefficients. A

similar model may be identified for the normal force delta coefficient, as well as the four

remaining delta coefficients.

∆CNU (z ,ψ, θ,φ) = E (ψ, θ,φ) e
−ΦzηZ(z) (3–51)
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The spatial variation of the model terms for the pitching moment and normal force

delta coefficient models is shown in Figure (3-8). The solid lines represent numerical

results; the dashed lines are parameterized using Equation (3–51). The curves shown in

Figure (3-8) have been scaled by the standard error of each parameter. As a result, the

magnitude of each parameter is indicative of the relative importance within the model.

The legend entries in Figure (3-8) list the parameters in order of decreasing statistical

significance.
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Figure 3-8. Spatial variation of model parameters at Mach 0.9 / 550 KCAS / 4800 ft.

Figure (3-9) shows similar results for a supersonic flight condition. Again, the model

structure was determined using a maneuver near carriage and model parameters were

estimated using ordinary least squares at each discrete position in the flow field. The

magnitude of the scaled model coefficients is representative of the influence each term

has on the result, and the legend entries are listed in decreasing order of statistical

significance. The solid lines in Figure (3-9) represent the discrete numerical results

and the dashed lines are the parameterized result in the form of Equation (3–51). The

supersonic flow field is more complex, and as a result the parameterized model is not

as accurate as the subsonic case. However, the parametric model still captures the

salient features of the training data. Consideration of an independent maneuver and

comparison to flight-test data will further justify the predictive capability of the model.

119



www.manaraa.com

0 10 20 30
−500

−400

−300

−200

−100

0

100

200

Vert. Pos, z (ft)

M
od

el
 C

oe
ff.

 

 
1
θ
ψ2*θ2

ψ
ψ2

θ2

ψ3*θ

θ3

ψ*θ3

ψ*θ

A Pitching Moment

0 10 20 30
−100

−50

0

50

100

150

200

250

Vert. Pos, z (ft)

M
od

el
 C

oe
ff.

 

 
1
θ
ψ2*θ2

ψ
ψ2

θ2

ψ2*θ

θ3

B Normal Force

Figure 3-9. Spatial variation of model parameters at Mach 0.9 / 550 KCAS / 4800 ft.

3.3.2.2 Model validation

Model validation is considered by application of the identified model to an

independent simulation. Figure (3-10) shows a simulated trajectory created using

orthogonal multisine inputs for the store orientation with respect to the aircraft, based

on a frequency range of 0-3 Hz and an amplitude range of ±20 deg for θ and ±10 for

ψ. The vertical position varies continuously from 0 to 30 ft linearly throughout the 3 sec

trajectory. The solid lines in the lower portion of Figure (3-10) represent the pitching

moment and normal force delta coefficients obtained from conventional simulation for

the prescribed trajectory. The dashed lines represent the parameterized model derived

from piecewise continuous system identification. It is apparent that the parametric

model is an adequate representation of the wind tunnel delta coefficients. The subsonic

results are slightly more accurate, as expected based on the relative complexities of the

individual flow fields. However, in both cases, the system identification results capture

the salient features of the spatially variant aerodynamics.

3.3.3 Flight Test Comparison

The freestream and spatially variant parametric models introduced in Section

3.3.1 and 3.3.2 have been shown to adequately represent the wind tunnel source data

on which the models are based. Further confidence in the predictive capability of the

combined aerodynamic model can be gained by comparison to actual flight-test data.
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Figure 3-10. Validation results showing pitching moment and normal force delta
coefficient comparison between simulation and system identification for an
independent maneuver.

In this section, comparison between simulation, parametric modeling, and flight-test

data indicate the parametric model adequately characterizes the store separation

aerodynamics and may be useful for trajectory prediction. Other applications, including

sensitivity analysis, trajectory optimization, and control system design, are also possible

given the validated parametric model.

3.3.3.1 Trajectory comparison

Figure (3-11) shows a comparison between flight-test data, conventional 6DOF

simulation using a wind tunnel database, and 6DOF simulation using a parametric

model. Results are shown in Figure (3-11A) for flight test 2265 (Mach 0.90 / 552 KCAS

/ 4820 ft) and Figure (3-11B) for flight test 4535 (Mach 1.19 / 595 KCAS / 17900 ft). In

both cases, the trajectory prediction determined using the identified parametric model

closely matches the conventional simulation and flight-test results, especially in the

primary motion variables: vertical translation, z , and pitch angle, θ.

3.3.3.2 Aerodynamic comparison

The reconstructed trajectory can be used, along with the equations of motion, to

estimate the full-scale aerodynamic forces and moments acting on the store during
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Figure 3-11. Trajectory comparison between flight test, conventional simulation, and
simulation with system identification.

separation. These estimates can be compared to wind tunnel estimates evaluated

along the flight-test trajectory for a more direct assessment of the aerodynamic model.

Figure (3-12) shows a comparison between the estimated full-scale aerodynamic

coefficients and (1) simulated coefficients using conventional methods and (2) simulated

coefficients using parametric modeling. Again, both types of simulation closely resemble

the flight-test data. In particular, the parametric model is observed to match flight test

with nearly the same level of accuracy as conventional methods.
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Figure 3-12. Aerodynamic comparison between flight test, conventional simulation, and
simulation with system identification.
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3.4 Example: Planar Store Separation

Store separation is often dominated by vertical translation and pitch attitude. In

most cases, lateral translation and yaw attitude are fairly benign and of secondary

interest. For instructive purposes, consideration of a store confined to the vertical x–

z plane during separation maintains the primary scope of interest and considerably

reduces the complexity of the parametric model.

The system identification approach described in Section 3.3 can also be used to

determine a simplified parametric model describing the longitudinal aerodynamics of

a store confined to the vertical plane. In Section 3.3 the objective was to construct a

parametric model that could adequately capture the salient features of six dimensional

wind tunnel database for application to trajectory prediction and flight test matching.

A simplified planar model provides a reduced order model that retains the essential

features of the more complex model, but in a simple compact expression. This

simplified parametric model will be used extensively in Chapters 4 and 5 to illustrate

the application of optimal control theory to store separation. The full six dimensional

aerodynamic model will be considered in Chapter 6.

For planar store separation, the dominant effect of the nonuniform flow field is

on the pitching moment. As such, consider the following spatially variant quasi-linear

aerodynamic model.

CA = CA0 = constant (3–52)

CN = CNα
α+ CNδe

δe (3–53)

Cm = Cmα
α+ Cmq q̂ + Cmδe

δe + e
−(µz) (η0 + η1z) (3–54)

The variable δe is the elevator control surface deflection, the only input of interest

for dynamics limited to the x–z plane. The variable q̂ is the non-dimensional pitch

rate introduced for unit consistency. The variables CNα
, CA0, Cmα

, and Cmq are the

classical aerodynamic derivatives in the body axis. The variables CNδe
and Cmδe

are
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the classical control derivatives. The aerodynamic and control derivatives can be

estimated using freestream system identification. The exponential-polynomial form

∆Cm(z) = e
−(µz) (η0 + η1z) is a special case of the more general parametric model

presented in Section 3.3. The constants µ, η0, and η1 can be estimated using spatially

variant system identification. The final result is a simplified quasi-linear aerodynamic

model that can be used to investigate guidance and control of a store during separation.

The following example is based on a store aerodynamic database at Mach 0.8

/ 10kft. The longitudinal input is shown in Figure 3-13. The angle of attack αs was

specified as a multisine input using an amplitude of ±5 deg, a frequency range of 0 − 5

Hz, and a duration of t = 5 seconds. The pitch rate q was computed using the kinematic

relationship for pitch rate and angle of attack. For the case of planar motion with a

pinned center of gravity, q = α̇s . Finally, the elevator control surface deflection δe was

specified using an orthogonal multisine input with the same amplitude, frequency range,

and duration as the angle of attack.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−10

0

10

A
ng

le
 o

f A
tta

ck

 

 α
s
 (deg)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−200

0

200

P
itc

h 
R

at
e

 

 q (deg/sec)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−10

0

10

E
le

va
to

r 
In

pu
t

Time (sec)

 

 δ
e
 (deg)

Figure 3-13. Angle of attack, pitch rate, and elevator input for planar system
identification.

The freestream simulation results for the pitching moment and normal force are

shown in Figure 3-14. The aerodynamic coefficients were determined using interpolation

of the freestream wind tunnel database along the trajectory shown in Figure 3-13. The
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system identification results were determined using the equation error method described

in Section 3.2.4.1. Some discrepancies between the model and the data are evident, as

one might expect given the simple linear structure of the aerodynamic model. However,

for this limited range of angle of attack, |αs | ≤ 5 deg, the linear model adequately

captures the freestream aerodynamic characteristics. The normal force and pitching

moment derivatives were estimated to be CNα
= 4.56 rad-1 and Cmα

= −3.38 rad-1,

respectively. The pitching moment damping derivative is known from the wind tunnel test

report to be Cmq = −74 rad-1. The negative value of Cmα
for small αs is indicative of the

inherent longitudinal stability of the store.
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Figure 3-14. Planar aerodynamic coefficient comparison between simulation and system
identification for a store in freestream flight conditions at Mach 0.8 / 10 kft.

Figure 3-15 shows simulation results for the pitching moment and normal force

control increment. Again, the simulation results were determined using an aerodynamic

database and the system identification results were determined using the equation error
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method. The normal force and pitching moment control derivatives were estimated to be

CNδe
= 2.09 rad-1 and Cmδe

= −8.16 rad-1, respectively.
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Figure 3-15. Planar aerodynamic control effect comparison between simulation and
system identification for a store in freestream flight conditions at Mach 0.8 /
10 kft.

Finally, Figure 3-16 shows the pitching moment delta coefficient ∆Cm(z). The figure

includes data extracted from the wind tunnel database for a nominal yaw angle of ψAB =

0. The wind tunnel data show the measured delta coefficient for increasingly nose-down

pitch attitudes. The pitch attitude is held constant throughout the vertical sweep. The

delta coefficients converge to zero at about 30 feet below the aircraft, indicating the

aircraft effect is no longer significant. The nonlinear exponential-polynomial product is

also shown.

The constants µ, η0 and η1 were determined using the spatially variant system

identification technique described in Section 3.2.4.2. The figure indicates that the
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Figure 3-16. Pitching moment delta coefficient for simplified parametric model using
system identification.

parametric model closely resembles the grid data for a pitch angle between 0 < θAB < 10

deg. This result is consistent with the training maneuver, which is based on a pitch angle

between −5 < θAB < 5 deg. The spatially variant parameters are summarized in Table

3-1, along with the freestream derivatives.

Table 3-1. Parameters used in planar store separation aerodynamic model.
Aerodynamic Derivatives Control Derivatives Spatially Variant Parameters
CNα
= 4.56 rad−1 Cmδe

= −8.16 rad−1 µ = 0.115
CMα

= −3.38 rad−1 CNδe
= 2.09 rad−1 η0 = −1.23

CMq = −74 rad−1 η1 = 0.042 ft−1

CA0 = 0.201

The compact aerodynamic model in Equations (3–52) through (3–54) can be used

in conjunction with the three degree-of-freedom equations of motion to simulate the

separation of a store confined to the vertical x–z plane. This reduced order model
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is useful for design and analysis of potential control strategies, as will be shown in

Chapters 4 and 5.

3.5 Chapter Summary

The purpose of this chapter is to show that the existing aerodynamic data can

be represented as a parametric model using system identification techniques.

The parametric model offers the advantage of representing the store separation

aerodynamics in analytical form, suitable for trajectory prediction, sensitivity analysis,

trajectory optimization, and control system design.

The parametric model is expected to be nonlinear and spatially variant due to

the complexity of the nonuniform flow field surrounding the aircraft during flight. The

modeling task is decomposed into two complementary models: a freestream model

for the uniform flow contribution and a delta-coefficient model for the nonuniform flow

contribution. The freestream aerodynamic model is based on a multivariate polynomial

with constant coefficients, the model structure is identified using orthogonal polynomials,

and the coefficients are estimated using ordinary least squares. The delta coefficient

model is based on a multivariate polynomial with spatially variant coefficients. The

spatially variant coefficients are given a particular exponential-polynomial form based on

physical considerations and known boundary conditions. The unknown parameters are

estimated using nonlinear least squares. The result is a compact nonlinear parametric

model that is a suitable candidate for any store separation problem where time-averaged

aerodynamic data are available.

The proposed parametric modeling approach is applied to a representative

example. The example includes small-scale wind tunnel data and full-scale flight-test

data for a representative store separating from the F-16 aircraft at both subsonic and

supersonic conditions. In all cases considered, the parametric model adequately

represented the underlying wind tunnel data and accurately reproduced the flight-test

results. As such, the validated model is considered suitable for further analysis,
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including trajectory optimization and control system design. Specifically, development of

a store separation guidance and control system using the models discussed herein is

considered in Chapter 6.

129



www.manaraa.com

CHAPTER 4
TRAJECTORY OPTIMIZATION

4.1 Overview

Trajectory optimization is the process of determining control and state histories

for a dynamic system in order to minimize (or maximize) a measure of performance

while satisfying prescribed boundary conditions and/or path constraints [87]. Trajectory

optimization is closely related to Optimal Control Theory, and indeed, the terms are often

used interchangeably. The dynamic system is generally modeled in the time domain

using a state space representation. The measure of performance represents a metric

or combination of metrics (e.g. time, energy, control effort, deviation from a desired

operating condition, etc.) that quantify the desired performance of the system. The

boundary conditions include limitations on the initial and/or final state of the dynamic

system, as well as limits on the control (e.g. actuator limits, control saturation). Path (or

state) constraints are used to exclude trajectories that violate a predetermined range

or type of undesirable motion. Each of these components are stated with mathematical

precision and combined to create an optimal control problem.

From an historical point of view, the advent of optimal control theory arose from

the stringent requirements on aerospace systems [88]. Such systems are inherently

nonlinear, they are subject to various constraints (fuel, thrust, acceleration, etc.), and

they are greatly benefited by optimization due to high operational costs. Prominent

applications of optimal control to aerospace systems include orbit transfer and

rendezvous [89], optimal guidance and control to direct the powered flight of a

missile [90], control of a re-entry vehicle [91, 92], maximum range of a missile [89],

and automatic landing of an aircraft [93]. A prominent contribution of optimal control

theory came from a study published by Bryson [94]. In this groundbreaking work,

Bryson presented the optimal flight path for a supersonic fighter to climb to a desired

altitude in minimum time and a companion solution for a fighter to achieve maximum
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altitude, a capability of intense interest during the cold-war era in which the results were

obtained. The solutions were paired with actual flight test results that closely matched

the predicted trajectories. The non-intuitive but realistically demonstrated results helped

optimal control theory gain traction among practitioners. This classic problem is still

used as a clear illustration of the capability of optimal control [95].

More recently optimal control techniques have been used to solve spacecraft

orientation and navigation problems with minimum time and/or fuel consumption [96,

97], flight control of a reusable reentry vehicle [91, 92], multiple spacecraft cooperative

formation [98, 99], and time-optimal UAV flight through an urban environment [100, 101].

Also of particular relevance are the numerous studies considering flight path trajectory

optimization through non-uniform wind fields, such as wind-corrected flight path planning

for micro-air vehicles [102], minimum-time flight paths through high-altitude atmospheric

winds [103, 104], optimal recovery from microburst wind shear [105, 106], and the

maximum range trajectory of a glider in ground effect and wind shear [107]. Optimal

control has also been successfully used in various other applications, including such

diverse applications as motion planning for autonomous ground vehicles [108], quantum

mechanics [109], and environmental and economic processes [110], to name just a

few. Several excellent textbooks have also been written on the topic of optimal control,

including those by Bryson [87, 111–113], Kirk [114], Athans and Falb [115] and Stengel

[116].

The classical approach to solving an optimal control problem involves the use

of Pontryagins minimum principle [117]. Pontryagins minimum principle (PMP) is

fundamentally an extension and application of the calculus of variations to the optimal

control problem [88]. This approach can be used to develop a set of differential

equations that provide necessary (but not sufficient) conditions for local optimality.

These necessary conditions can be used to find analytical solutions for a narrow

range of optimal control problems, but in practice numerical methods are necessary
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to approximate a solution. In more recent literature, numerical methods are used to

approximate a solution more directly, but PMP still plays a key role in validating the

necessary optimality conditions for the proposed solution [118, 119]. In this research,

the classical indirect approach to optimal control is considered exclusively, due primarily

to the greater computational efficiency and additional insight gained by analytical

formulation of the optimality conditions. More detail about the numerical methods used

in the course of this study are presented in Section 4.2.5.

4.2 Optimal Control

The objective of an optimal control problem is to determine an admissible control

input that minimizes (or maximizes) the desired performance index subject to the

specified boundary conditions and dynamic constraints. The solution using an indirect

method is based on the calculus of variations. Ordinary calculus is predominantly

concerned with the calculus of functions, characterized by the differential operator.

Comparatively, the calculus of variations is concerned with the calculus of functionals,

characterized by the variational operator.

4.2.1 First Order Optimality Conditions

The objective of an optimal control problem is to minimize the Bolza form of the cost

functional

J = Φ
(

x(t0), t0, x(tf ), tf
)

+

tf
∫

t0

L
(

x(t), u(t)
)

dt (4–1)

subject to the dynamic constraints

ẋ(t) = f
(

x(t), u(t)
)

(4–2)

the inequality path and control constraints

C
(

x(t), u(t)
)

≤ 0 (4–3)
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and the boundary conditions

φ
(

x(t0), t0, x(tf ), tf
)

= 0 (4–4)

where x(t) ∈ R
n is the state, u(t) ∈ R

m is the control, f : Rn × R
m → R

n is a system

of ordinary differential equations, C : Rn × R
m → R

s are the (optional) path and control

constraints, φ : Rn × R × R
n × R → R

q are the boundary conditions, and t is time. The

Mayer cost is given by Φ : Rn × R×R
n × R → R and the Lagrangian is L : Rn × R

m → R.

The augmented cost functional is formed by multiplying the constraints with

associated Lagrange multipliers and joining the product with the cost functional.

Ja =Φ
(

x(t0), t0, x(tf ), tf
)

− νTφ
(

x(t0), t0, x(tf ), tf
)

+

tf
∫

t0

[

L
(

x(t), u(t)
)

− λT (t)
(

ẋ(t)− f
(

x(t), u(t)
))

+ µT(t)C
(

x(t), u(t)
)]

dt
(4–5)

where νT ∈ R
q, λT (t) ∈ R

n, and µT(t) ∈ R
s are the Lagrange multipliers. The

Hamiltonian is introduced in terms of the state x(t) and the costate λT (t) as a

combination of the Lagrangian and augmented dynamic constraints.

H
(

x(t), u(t),λ(t),µ(t)
)

:= L
(

x(t), u(t)
)

+λT (t)f
(

x(t), u(t)
)

+µT (t)C
(

x(t), u(t)
)

(4–6)

Using the Hamiltonian, the augmented cost functional can be written as follows.

Ja =Φ
(

x(t0), t0, x(tf ), tf
)

− νTφ
(

x(t0), t0, x(tf ), tf
)

+

tf
∫

t0

[

H
(

x(t), u(t),λ(t),µ(t)
)

− λT (t)ẋ(t)
]

dt
(4–7)

The 1st order necessary conditions for an extremal trajectory are determined by

taking the first variation of the augmented cost functional with respect to each free

variable.
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δJa =
∂Φ

∂x(t0)
δx0 +

∂Φ

∂t0
δt0 +

∂Φ

∂x(tf )
δxf +

∂Φ

∂tf
δtf

− δνTφ− νT
(

∂φ

∂x(t0)
δx0 +

∂φ

∂t0
δt0 +

∂φ

∂x(tf )
δxf +

∂φ

∂tf
δtf

)

+
(

[

H − λT ẋ
]

t=tf

)

δtf −
(

[

H − λT ẋ
]

t=t0

)

δt0

+

tf
∫

t0

[

∂H

∂x
δx+

∂H

∂u
δu− δλT (ẋ− f)− λTδẋ+ δµTC

]

dt

(4–8)

The term within the integral of Equation (4–8) containing δẋ requires special

treatment. Integrating by parts, the integral can be expanded as follows.

tf
∫

t0

−λTδẋdt = −λT (tf )δx(tf ) + λT (t0)δx(t0) +
tf
∫

t0

λ̇
T
δxdt (4–9)

Furthermore, the terms δx(t0) and δx(tf ) can be expanded to first order using the

definition of a variation in a manner analogous to a Taylor series expansion.

δx0 = δx(t0) + ẋ(t0)δt0 (4–10)

δxf = δx(tf ) + ẋ(tf )δtf (4–11)

Substituting these expressions into equation (4–8), cancelling terms involving

ẋ(t0) and ẋ(tf ), and factoring the variation of each free variable, the augmented cost

functional is given by Equation (4–12).

δJa =

(

∂Φ

∂x(t0)
− νT

∂φ

∂x(t0)
+ λT (t0)

)

δx0 +

(

∂Φ

∂x(tf )
− νT

∂φ

∂x(tf )
− λT (tf )

)

δxf

+

(

∂Φ

∂t0
− νT

∂φ

∂t0
− H(t0)

)

δt0 +

(

∂Φ

∂tf
− νT

∂φ

∂tf
+ H(tf )

)

δtf − δνTφ

+

tf
∫

t0

[(

∂H

∂x
+ λ̇

T

)

δx+
∂H

∂u
δu− δλT (ẋ− f) + δµTC

]

dt

(4–12)
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In a manner analogous to ordinary calculus, the extremal condition is found by

requiring δJa = 0. However, each variation is independent, so for an extremal solution to

exist each term in equation (4–12) must be zero individually. As a result, the following 1st

order optimality conditions are obtained.

ẋT =
∂H

∂λ
(4–13)

λ̇
T
= −∂H

∂x
(4–14)

0 =
∂H

∂u
(4–15)

λT (t0) = − ∂Φ

∂x(t0)
+ νT

∂φ

∂x(t0)
(4–16)

λT (tf ) =
∂Φ

∂x(tf )
− νT

∂φ

∂x(tf )
(4–17)

H(t0) =
∂Φ

∂t0
− νT

∂φ

∂t0
(4–18)

H(tf ) = −∂Φ
∂tf
+ νT

∂φ

∂tf
(4–19)

Equations (4–13) and (4–14) represent a set of 2n coupled ordinary differential

equations. The boundary conditions are given by equations (4–16) through (4–19).

Depending on the specifications of the problem, one or more of these boundary

conditions may not apply. However, the boundary conditions usually include specifications

at the initial and terminal conditions. Thus, equations (4–13) and (4–14) can usually be

classified as a set of 2n nonlinear, coupled ordinary differential equations with split

boundary conditions, referred to as a Hamiltonian boundary value problem (HBVP).

Finally, note that equation (4–15) can often be used to determine an explicit form for the

optimal control in terms of the state and costate.

Using the complementary slackness condition, the Lagrange multiplier µ(t) is

related to the dynamic constraint C (x(t), u(t)) ≤ 0, as shown in Equation (4–20).
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Lagrange multiplier µ(t):















µi(t) = 0 if Ci (x(t), u(t)) < 0; i = 1, ..., s

µi(t) > 0 if Ci (x(t), u(t)) = 0; i = 1, ..., s
(4–20)

The positivity of µi when Ci = 0 is interpreted such that improving the cost may only

come from violating the constraint [113]. Furthermore, µi(t) = 0 when Ci < 0 states that

this constraint is inactive and can be ignored. In this case, the Hamiltonian reduces to

the classical form given in equation (4–21).

H = L (x(t), u(t)) + λT (t)f (x(t), u(t)) (4–21)

The constraint C (x(t), u(t)) ≤ 0 can be used to limit the components of the state

or the control to predetermined hard limits. Stated another way, any trajectory that does

not satisfy these constraints is inadmissible and will not satisfy the necessary conditions.

Frequently, the hard limits can be replaced by “soft limits” imposed by penalizing the

components of the state and control in the cost functional. When this is the case, the

additional conditions required by the dynamic state and control inequality constraints

may be omitted, and Equations (4–13) through (4–19) provide the necessary conditions

for an extremal or stationary solution.

These conditions alone are not sufficient to conclude that the extremal trajectory

is indeed a local optimal trajectory. In a manner analogous to ordinary function

minimization, consideration of the second variation provides a sufficient condition

to demonstrate that the stationary solution is also a local minimum solution. Further

discussion of the necessary and sufficient conditions for optimality will be presented in

Chapter 5, and it will be shown that in order for a neighboring optimal control to exist,

the stationary solution must be a local minimum (i.e. the second variation is positive

definite over the entire path). For now, a solution that satisfies equations (4–13) through
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(4–19) may be said to be an extremal or stationary trajectory, which may or may not be

an optimal trajectory.

4.2.2 Interpretation of the Costate

The necessary conditions presented in equations (4–13) through (4–19) introduce

an additional set of differential equations referred to as the costate. The costate is

a Lagrange multiplier that was introduced purely as a mathematical device to allow

formulation of the minimization problem subject to the dynamic constraints. However,

the costate can be related to the cost functional along a stationary path, as shown by

Bryson and Ho [113].

λT = −∂Lmin
∂f

(4–22)

Hence, the costate can be interpreted as the sensitivity of the Lagrange cost

functional to changes in the system dynamics evaluated along the extremal trajectory.

This relationship provides meaningful insight into the optimal performance of the system,

as discussed in Section 4.3.3.4.

4.2.3 Interpretation of the Hamiltonian

Consider the form of the Hamiltonian without inequality constraints given by

equation (4–21), which can be written as functional form in equation (4–23).

H = H
(

x(t), u
(

x(t),λT (t)
)

,λT (t), t
)

= H
(

x(t),λT (t), t
)

(4–23)

Taking the total derivative with respect to time yields equation (4–24).

dH

dt
=
∂H

∂x
ẋ+

∂H

∂λ
λ̇+

∂H

∂t
(4–24)

Noting that the derivatives of the Hamiltonian with respect to the state and costate

are given by the 1st order optimality conditions in equations (4–13) and (4–14), the total

derivative can be stated as equation (4–25) and reduced to equation (4–26).

dH

dt
= −λ̇T ẋ+ ẋT λ̇+ ∂H

∂t
(4–25)
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dH

dt
=
∂H

∂t
(4–26)

In many cases, the Hamiltonian is not an explicit function of time, so equation

(4–26) can be taken further to imply that the Hamiltonian is a constant.

dH

dt
=
∂H

∂t
= 0 ⇒ H = const (4–27)

The significance of Equation (4–27) is noteworthy. Equation (4–27) implies that

when the Hamiltonian is not an explicit function of time, it must be constant along an

extremal solution. Analytically, this result can frequently be used as an additional known

value in solving optimal control problems. Numerically, the constancy of the Hamiltonian

can be used as a quality check to ensure that an extremal solution has indeed been

found.

4.2.4 Linear Quadratic Regulator

Recall that the cost functional is given in generic form by equation (4–1), restated

here.

J = Φ(x(t0), t0, x(tf ), tf ) +

tf
∫

t0

L (x(t), u(t)) dt (4–28)

In Equation (4–28), Φ (x(t0), t0, x(tf ), tf ) is the endpoint or Mayer cost, and

L (x(t), u(t)) is the accumulated or Lagrange cost. In many applications, a quadratic

cost functional is applied, as in equation (4–29).

J = xT (tf )Px(tf ) +
1

2

tf
∫

t0

(

xTQx + uTRu
)

dt (4–29)

The matrix Q ∈ R
n×n is a positive semi-definite matrix (Q ≥ 0) and R ∈ R

m×m is

a positive definite matrix (R > 0) chosen by the control designer to achieve favorable

trajectory characteristics within suitable state and control limits. The quadratic cost

functional is quite flexible and has an intuitive physical significance. The values of Q

determine which state variables will be regulated to zero. The values of P penalize the
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deviation from a desired end-state. The values of R determine the amount of control

effort available to achieve the objective.

The quadratic cost functional is especially useful for dynamic systems represented

by a linear time variant state space relationship.

ẋ = A(t)x(t) + B(t)u(t) (4–30)

Using equation (4–30), the Hamiltonian can be written as follows.

H = 1
2
xTQx+ 1

2
uTRu+ λT (t)A(t)x(t) + λT (t)B(t)u(t) (4–31)

The costate differential equations and optimal control condition are readily determined,

as shown in equations (4–32) and (4–33).

λ̇ = −∂H
∂x

T

= −Qx(t)− AT (t)λ(t) (4–32)

0 =
∂H

∂u
= Ru+ BT (t)λ(t) (4–33)

Equation (4–33) can be solved to determine the optimal control in terms of the

system parameters and the costate, as shown in (4–34).

u = −R−1BT (t)λ(t) (4–34)

Suppose, due to the linearity of the system dynamics, that the costate can be

written as a linear combination of the state variables. This is shown in equation (4–35),

where K(t) is an unknown matrix. The derivative of (4–35) is given by (4–36).

λ(t) = K(t)x(t) (4–35)

λ̇(t) = K̇(t)x(t) + K(t)ẋ(t) (4–36)

Substituting in the expressions for ẋ and λ̇ and solving for K̇ provides the following

matrix differential Riccati equation.
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K̇(t) = −Q − AT (t)K(t)− K(t)A(t) + R−1BT (t)K(t) (4–37)

The Riccati equation is stable in backward time and can be solved using standard

numerical differential equation solvers, such as a Runge Kutta method. The result is a

set of time varying gains K(t). As a result, the optimal control law can be written as a

combination of the state variables as in Equation (4–38).

u = −R−1BT (t)K(t)x(t) (4–38)

Notice that the costate equations are eliminated from the solution process

and the boundary value problem is decoupled. The Riccati equation can be solved

independently, allowing the control gains to be tabulated and stored offline. The optimal

trajectory can be implemented real-time using the stored gains and full-state feedback.

This result shares many commonalities with neighboring optimal control, and will be

further considered in Chapter 5.

4.2.5 Numerical Methods

Numerical methods for optimal control can be classified as direct or indirect

methods. Following the indirect method, the necessary conditions are derived from

the calculus of variations and Pontryagin’s minimum principle (PMP), resulting in a

Hamiltonian boundary-value problem (HBVP). The differential equations posed by the

HBVP necessarily include a subset of variables that are unstable, making numerical

solutions difficult to obtain over long durations. Examples of indirect methods include

shooting, multiple shooting [120], finite difference [121], and collocation [122]. The

numerical difficulties with indirect methods, combined with the requirement to derive

the optimality conditions in analytical form, have led to the development of alternative

numerical methods that attempt to find an approximate solution directly.

In a direct method, the optimal control problem is transcribed into a finite-dimensional

nonlinear programming problem (NLP), which can be solved using a variety of existing
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software packages. Examples of direct methods include direct shooting methods [123]

and direct collocation methods [124]. A subset of direct collocation methods referred to

as p-methods or pseudospectral methods [125] have gained immense popularity in the

optimal control community due to the diversity of problems that can be solved, favorable

convergence properties, computational efficiency, and ease of problem statement when

little is known about the optimal performance of the system. Full-featured software

packages implementing pseudospectral methods are now available in commercial [119]

and open source packages [125].

Collocation, a valuable numerical method for solving boundary value problems,

involves representing the solution to the differential equation as a low-order polynomial

over a mesh of specified sub-intervals. As a result, the differential equation is represented

by a system of nonlinear algebraic equations that inherently satisfy the endpoint

constraints and may be solved using a suitable computational algorithm. Whereas

conventional numerical integration methods (e.g. Euler, Runge-Kutta, etc.) require

propagation of the differential equations in time, collocation arrives at a solution over the

entire interval simultaneously. This property largely mitigates the numerical difficulties

associated with unstable modes of a HBVP. As such, collocation provides an efficient

way to find a solution to an optimal control problem following either the indirect or direct

approach.

The indirect approach requires analytical statement of the 1st order optimality

conditions, but this also offers an advantage of additional insight into the optimal

performance of the dynamic system. Additionally, the indirect approach using collocation

generally results in a more accurate solution obtained with less computational resources

[95]. Finally, the indirect method is assured to satisfy the first order optimality conditions

and second order conditions may be used to verify the solution as a minimum (as

opposed to a maximum, saddle, or singular solution).

141



www.manaraa.com

For the current application to store separation trajectory optimization, the short

duration of a store separation event (approximately 1 sec) makes the problem amenable

to indirect methods and the physical insight gained from the 1st order optimality

conditions is a valuable asset for store separation trajectory analysis. For these reasons,

the emphasis in this research is on indirect methods. The numerical solutions presented

herein are based on the Matlab R© program bvp4c, which implements a three-stage

Lobatto Illa formula. The bvp4c algorithm provides an approximate solution that is

fourth-order accurate and differentiable over the specified interval [126]. The optimal

control solutions presented in Section 4.3.3 are solved exclusively using this method.

4.3 Optimal Store Separation

4.3.1 Performance Index

Successful store separation is a balance between two competing objectives. First,

a successful store separation trajectory must be safe and not exhibit any threatening

motion toward the aircraft. In some cases, lateral motion is the primary concern due to

tight tolerances between the store and adjacent aircraft components or additional stores.

However, in most cases, safe separation is dominated by the vertical translation of the

store. If the store escapes the aircraft flow field with a monotonically increasing vertical

velocity, then the trajectory is considered safe. If the store hesitates or begins to flyback

to the aircraft, the trajectory is considered unsafe. Due to uncertainties in separation

prediction methods and variations in store and aircraft properties, flight-testing of unsafe

trajectories is usually avoided altogether.

In most cases, the store is launched from an ejector providing an initial vertical

velocity. In order to flyback, the store must generate enough aerodynamic lift to first

arrest the vertical velocity and then begin translation in an upward direction. Thus,

flyback is always preceded by a significant duration at a positive angle of attack. For

most stores, limiting the angle of attack can ensure a safe separation. The safety margin

is increased when the angle of attack is negative throughout much of the trajectory,
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generating aerodynamic forces in the direction of translation and accelerating the store

away from the aircraft.

A second criterion for a successful separation is that the trajectory must be

acceptable, i.e. the transitory effects of the separation must not compromise the

ability of the store to achieve a specified mission. An unsafe trajectory cannot be

acceptable, but a safe trajectory may be unacceptable. Therefore, safety is a subset

of acceptability. In comparison to safety, it is generally more difficult to quantify and

ensure acceptability. However, for the purpose of this investigation, acceptability can be

adequately addressed by the following four necessary conditions.

1. The store total aerodynamic angle of attack should not exceed the specified range
for which the store autopilot has been designed to function properly.

2. The angular rates and accelerations should not exceed the specified range for
which the onboard instrumentation is sufficient to measure.

3. The control inputs should not exceed the specified capability of the control
actuators.

4. The total aerodynamic loads should not exceed the safety margins for the
structural integrity of the store and empennage.

A conceptual comparison of safe and acceptable trajectory characteristics is shown

in Figure 4-1. In Figure 4-1A, the benign trajectory is safe and acceptable. In Figure

4-1B, the trajectory is unsafe due to flyback and therefore unacceptable. In Figure 4-1C,

the trajectory is safe, but unacceptable due to over-rotation.

A Safe / Acceptable B Unsafe / Unacceptable C Safe / Unacceptable

Figure 4-1. Conceptual trajectories demonstrating safety and acceptability criteria.
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Precise statement of the acceptability conditions requires consideration of a specific

system. In general terms, acceptability can be achieved by keeping the total angle of

attack and angular rates low and by limiting control effort. A narrow but useful sufficient

condition for acceptability, especially in control system design, is to require the state and

input be maintained within a certain predefined operating range over which the control

system has been designed to function properly.

Finally, it is recognized that a separation autopilot is a transitional control system,

intended to guide the store through the nonuniform flow field and transfer the control to

the mission autopilot. As such, the objective of a separation autopilot is to safely drive

the store to a near-equilibrium state at or before the transition to the mission autopilot.

Therefore, it is desirable not only for certain components of the state to be near zero, but

also for certain components of the derivative of the state to be near zero.

The following discussion can be summarized as the following sufficient condition for

safe and acceptable store separation: minimize the total aerodynamic angle of attack

and deviation from a near-equilibrium condition at the end-state subject to predefined

limits on the state and control inputs. This objective can readily be achieved using a

quadratic cost functional and control inequality constraints when necessary.

4.3.2 First Order Optimality Conditions

The general 1st order optimality conditions presented in Equations (4–13) through

(4–19) can readily be applied to store separation. The state space representation of the

store separation equations of motion are similar to the classical aircraft flight dynamics

equations prevalent in the literature [17, 22, 23], and are described in detail in Chapter

2. In general form, the nonlinear differential equations are written as shown in equation

(4–39).

ẋ(t) = f (x(t), u(t)) (4–39)

Here, x(t) ∈ R
n is the state with n = 12 and u(t) ∈ R

m is the control with m = 3 for

a full six degree-of-freedom (6DOF) model. The equations of motion are dependent on
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the aerodynamic forces and moments, given in equations (4–40) and (4–41). In general,

CF ∈ R
NF and CM ∈ R

NM . In the 6DOF case, NF = NM = 3.

CTF = [CD,CY ,CL]
T =

1

q∞S
[D,Y ,L]T (4–40)

CTM = [Cl ,Cm,Cn]
T =

1

q∞S c̄
[MX ,MY ,MZ ]

T (4–41)

The aerodynamic forces and moments are themselves functions of the state and

control inputs. In a very general sense, the equations of motion can be cast in the

following functional form.

ẋ(t) = f
(

x(t), u(t), CTF
(

x(t), u(t)
)

, CTM
(

x(t), u(t)
)

)

(4–42)

In the absence of inequality constraints, the Hamiltonian can be formed as equation

(4–43).

H = L + λT f
(

x(t), u(t), CTF
(

x(t), u(t)
)

, CTM
(

x(t), u(t)
)

)

(4–43)

Applying the optimality conditions from Section 4.2.1 gives the costate differential

equation and the necessary condition for unconstrained optimal control.

λ̇ = −∂H
∂x
= −

[

∂L

∂x
+ λT

(

∂f(x, u)

∂x
+
∂f(x, u)

∂CF

∂CF
∂x
+
∂f(x, u)

∂CM

∂CM
∂x

)]

(4–44)

∂H

∂u
=

[

∂L

∂u
+ λT

(

∂f(x, u)

∂u
+
∂f(x, u)

∂CF

∂CF
∂u
+
∂f(x, u)

∂CM

∂CM
∂u

)]

= 0 (4–45)

Several of the derivatives in Equations (4–44) and (4–45) can be evaluated

analytically using only the equations of motion without reference to the particular

functional form of the aerodynamic coefficients. The first term inside the parentheses in

each of equations (4–44) and (4–45) are Jacobian matrices similar to the canonical form

of the state space representation for linear control theory.

Â :=
∂f(x, u)

∂x
∈ R

n×n (4–46)

B̂ :=
∂f(x, u)

∂u
∈ R

n×m (4–47)
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Similarly, the derivatives of f(x, u) with respect to the force and moment coefficients

can be analytically determined as Jacobian matrices from the equations of motion.

ΓCF :=
∂f(x, u)

∂CF
∈ R

n×NF (4–48)

ΓCM :=
∂f(x, u)

∂CM
∈ R

n×NM (4–49)

The remaining four derivatives within the parentheses of Equations (4–44) and

(4–45) can be recognized as the aerodynamic derivatives (Equations (4–50) and (4–51))

and control derivatives (Equations (4–52) and (4–53)), respectively.

CFx :=
∂CF
∂x

∈ R
NF×n (4–50)

CMx :=
∂CM
∂x

∈ R
NM×n (4–51)

CFu :=
∂CF
∂u

∈ R
NF×m (4–52)

CMu :=
∂CM
∂u

∈ R
NM×m (4–53)

These matrices may be determined analytically when the functional form of the

aerodynamic dependencies on the state and control are known, usually as a result

of system identification. Alternatively, these matrices may be evaluated numerically

from tabulated values using finite differencing or an alternative numerical differentiation

technique.

Using the notation above, the differential-algebraic equations describing the 1st

order necessary conditions for an optimal store separation trajectory are given as

follows.

ẋ(t) = f
(

x(t), u(t), CF (x(t), u(t)) , CM (x(t), u(t))
)

(4–54)

λ̇(t) = −
[

Lx + λ
T
(

Â(t) + ΓCF (t)CFx(t) + ΓCM (t)CMx (t)
)]

(4–55)

∂H

∂u
=
[

Lu + λ
T
(

B̂(t) + ΓCF (t)CFu(t) + ΓCM (t)CMu(t)
)]

= 0 (4–56)
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The quadratic cost functional introduces in Section 4.2.4 provides a flexible and

intuitive starting point for many optimal control problems. The matrices P , Q, and R

can be selected to drive the system to a specified end-state without expending too

much control effort. For the purpose of store separation, it is desirable to minimize

certain components of the end-state (for example, α(tf ) and q(tf )) as well as certain

components of the derivative of the end-state (for example, α̇(tf ) and q̇(tf )). The

quadratic cost function can be used to achieve this through careful selection of the

state and control weighting factors. In this research, the scalar weighting factors

corresponding to diagonal entries of P , Q, and R are denoted Qα, Pq, Rδe , etc.

Off-diagonal scalar weighting factors are not used herein.

J = xT (tf )Px(tf ) +
1

2

tf
∫

t0

(

xTQx + uTRu
)

dt (4–57)

Using the quadratic cost functional, the 1st order optimality conditions can be

simplified even further and the optimal control can be determined explicitly. Note that the

matrix R−1 is guaranteed to exist since R is positive definite.

ẋ(t) = f
(

x(t), u(t), CF (x(t), u(t)) , CM (x(t), u(t))
)

(4–58)

λ̇(t) = −
[

Qx+ λT
(

Â(t) + ΓCF (t)CFx(t) + ΓCM (t)CMx (t)
)]

(4–59)

u(t) = −R−1λT
(

B̂(t) + ΓCF (t)CFu(t) + ΓCM (t)CMu(t)
)

(4–60)

The initial conditions are specified by x(t0) = x0. The 2n boundary conditions

are completed using the costate terminal values for the 1st order optimality conditions

given by equation (4–17). In the absence of terminal constraints, the costate terminal

conditions reduce to Equation (4–61).

λ(tf ) = Px(tf ) (4–61)
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Equations (4–58) through (4–61) represent a set of 2n nonlinear, coupled,

algebraic-differential equations with split boundary conditions. Provided a solution

can be found, the solution to this set of equations provides an extremal trajectory subject

to the specified constraints and cost functional. The extremal trajectory is a candidate

optimal trajectory, and may be shown to be at least locally optimal using the second

variation of the cost functional, developed in Chapter 5.

4.3.3 Example: Planar Store Separation

Store separation is most often dominated by vertical translation and pitch attitude.

In most cases, lateral translation and yaw attitude are fairly benign and of secondary

interest. For instructive purposes, consideration of a store confined to the vertical

x − z plane during separation maintains the primary scope of interest and considerably

reduces the complexity of the optimal control problem.

4.3.3.1 Model equations

For this simplified problem statement, the state space equations of motion, in mixed

wind and body axes are given as equation (4–62).

























V̇

α̇

q̇

θ̇

ż
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−D/m − g sin γ

q − L/mV + g/V cos γ

M/Iyy

q

−V sin γ

























(4–62)

The components of the state, V(t), α(t), q(t), θ(t) and z(t), are the air-relative

velocity, angle of attack, pitch rate, pitch angle, and vertical position, respectively. The

flight path angle is given by γ(t) = θ(t) − α(t) and the local acceleration of gravity

is denoted by g. The variables L, D, and M represent the dimensional lift, drag, and

pitching moment, respectively. Finally, Iyy is the pitch-axis moment of inertia and m is the
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mass of the store. The analytical Jacobian matrices are evaluated directly, resulting in

equations (4–63) through (4–66).

∂f(x, u)

∂x
:= Â =

























0 g cos γ 0 −g cos γ 0

q∞SCL/mV
2 − g cos γ/V 2 g sin γ/V 1 −g sin γ/V 0

0 0 0 0 0

0 0 1 0 0

− sin γ V cos γ 0 −V cos γ 0

























(4–63)

∂f(x, u)

∂u
:= B̂ = 0 (4–64)

∂f(x, u)

∂CF
:= ΓCF =

























0 −Sq∞/m

−Sq∞/mV 0

0 0

0 0

0 0

























(4–65)

∂f(x, u)

∂CM
:= ΓCM =

























0

0

q∞S c̄/Iyy

0

0

























(4–66)

4.3.3.2 Aerodynamic model

To proceed further, it is necessary to specify an explicit aerodynamic model for the

store during separation; a simplistic spatially variant model based on wind tunnel data

is chosen for illustration. A more complex multivariate nonlinear model could also be

used within the framework presented here, at the expense of significantly more complex

mathematical expressions. For planar store separation, the dominant effect of the
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nonuniform flow field is on the pitching moment. As such, consider the following spatially

variant quasi-linear aerodynamic model.

CL = CLαα+ CLδe δe (4–67)

CD = CD0 + KC
2
L + CDδe

δe (4–68)

Cm = Cmα
α+ Cmq q̂ + Cmδe

δe + e
−(µz) (η0 + η1z) (4–69)

The variable δe represents the elevator control surface deflection, the only input of

interest for dynamics limited to the x − z plane. The variable q̂ is the non-dimensional

pitch rate introduced for unit consistency. The variables CLα, CD0, Cmα
, and Cmq

represent the classical aerodynamic derivatives. The variables CLδe , CDδe
, and Cmδe

represent the classical control derivatives. For the current example, the aerodynamic

and control derivatives are constant and estimated using freestream wind tunnel data.

The term e−(µz) (η0 + η1z) is the only spatially variant contribution to the aerodynamic

model. The exponential-polynomial form is seen as a special case of the more general

parametric model presented in Chapter 3. The constants µ, η0, and η1 were estimated

using a nonlinear least squares curve fit of representative wind tunnel data at a nominal

pitch attitude. For this particular example, the values of the constants are provided in

Table (4-1).

Table 4-1. Aerodynamic derivatives, control derivatives, and spatially variant parameters
used in planar store separation aerodynamic model.

Aerodynamic Derivatives Control Derivatives Spatially Variant Parameters
CLα = 3.81 rad−1 CMδe

= −8.24 rad−1 µ = 0.158
CMα

= −2.11 rad−1 CLδe = 2.21 rad−1 η0 = −0.953
CMq = −74 rad−1 CDδe

= −0.22 rad−1 η1 = 0.064 ft−1

CD0 = 0.201
K = 0.1856
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4.3.3.3 Optimality conditions

Using the simplified aerodynamic model in Equations (4–67) through (4–69), the

Jacobian matrices for the aerodynamic and control derivatives can be determined.

CFx =







0 CLα 0 0 0

0 2KC 2Lαα(t) 0 0 0






(4–70)

CMx =

[

0 Cmα
Cmq 0 e

−(µz) (−µ (η0 + η1z) + η1)
]

(4–71)

CFu =







CLδe

CDδe






(4–72)

CMu =
[

Cmδe

]

(4–73)

As a result, the optimal control is given in terms of the costates and control

derivatives, as shown in Equation (4–74).

u(t) = δe(t) = −R−1
[

λq(Cmδe
q∞S c̄)/Iyy−λα(CLδeq∞S )/mV−λV (CDδe

q∞S)/m
]

(4–74)

Equation (4–74) can be seen as a particular case of the optimal control for a linear

time variant system: u(t) = δe(t) = −R−1B(t)Tλ(t). However, the nonlinear dynamics

in the present case leads to a nonlinear relationship between the states and costates,

so an optimal feedback control law is not forthcoming. It is assumed that the initial

conditions are known, x(t0) = x0. For planar store separation, it is desirable to minimize

the total angle of attack α(t) and the terminal conditions α(tf ) and q(tf ). This is readily

accomplished using the scalar values Pα, Pq, Qα, and Rδe .

4.3.3.4 Results

Figure 4-2A shows an extremal trajectory for a particular set of initial conditions.

The weighting factors were chosen to be Pα = Pq = Qα = 1 and Rδe = 10 with all other

factors set to zero. The initial conditions are given in equation (4–75), corresponding to a
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standard day release at Mach number of 0.8 and altitude of 10kft.

x(t0) : =

[

V = 861ft/sec α = 5deg q = −50deg/sec θ = 0deg z = 0ft

]T

(4–75)
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Figure 4-2. An extremal trajectory for planar store separation with weighting factors
selected to minimize angle of attack.

The results shown in Figure 4-2A are representative of an ideal store separation

trajectory. The initial pitch rate is nose-down, consistent with a desirable pitch rate

imposed by the ejection forces. The initial angle of attack, α(0), is 5 deg, consistent with

a large downward velocity and level attitude imposed by the ejection. The optimal control

first drives the store pitch rate more negative, simultaneously bringing α(t) negative, and

then gently begins a slightly underdamped pitch rate oscillation, driving α(t) and q(t) to

zero at the tf = 1. The level slope of the α(t) and q(t) curves further indicate that the

derivatives α̇(tf ) and q̇(tf ) are also near zero, consistent with the desired performance.

The store exhibits benign motion throughout the trajectory and is in a near-equilibrium

state at the transitional final time, tf = 1.

The Hamiltonian and costate variables are shown in Figure 4-2B. The Hamiltonian

is constant as expected for an extremal trajectory. The costate variables λα(t) and λq(t)
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show the most significant variation. This variation is directly related to the dependence

of the aerodynamic model on α(t) and q(t), as well as the inclusion of α(t) and q(t) in

the cost functional.

Consider the costate variables λz(t) and λV (t). The norm ‖λV ‖ = 3.416E−5 is

nearly zero and essentially constant throughout the trajectory, indicating a negligible

sensitivity of the cost functional to changes in velocity. This is primarily due to the

functional form of the aerodynamic model, which does not include any explicit dependence

on V (t) (the dependence is built-in to the wind tunnel data used in estimating the

aerodynamic coefficients). The costate λV (t) rapidly approaches zero and is essentially

negligible after 200 msec. This indicates that the cost functional is only sensitive to

the vertical location z(t) early in the trajectory, nearest the aircraft. This conclusion is

consistent with physical intuition and the exponential decay of the aerodynamic model.

The previous extremal trajectory was determined with the accumulated (Lagragian)

cost on the angle of attack set to one, Qα = 1, with zero penalty for the pitch rate,

Qq = 0. As an alternative, consider the case where Qα = 0 and Qq = 1, placing

the emphasis on minimizing the pitch rate throughout the trajectory. The terminal cost

Pα = Pq = 0 remain unchanged. The resulting extremal trajectory is shown in Figure

4-3A and the Hamiltonian and costate variables are shown in Figure 4-3B.

In comparison with the trajectory shown in Figure 4-2A, it is clear that the pitch

rate is reduced rapidly and converges to a constant value for the duration between

300msec and 900msec, striking a balance between the minimum pitch rate and the

minimum control input. The rapid decrease in the pitch rate comes as the expense of

control effort, marginally exceeding the linear operating range of the control model. Also

note that the angle of attack remains slightly positive throughout the trajectory, another

adverse characteristic. As such, the preferred design choice for this particular example

is to omit the penalty on pitch rate and place the emphasis on the angle of attack and

control effort. The resulting negative increase in pitch rate (see Figure 4-2A) is actually
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Figure 4-3. An extremal trajectory for planar store separation with weighting factors
selected to minimize pitch rate.

advantageous from a safe separation perspective, and well beneath the angular rate

limits required for an acceptable separation.

Each solution to the Hamiltonian BVP is dependent on the specified initial

conditions, x(t0) = x0. As such, it is worthwhile to consider how changes in initial

conditions affect changes in the extremal trajectory. Figure 4-4 shows a series of

neighboring trajectories for a range of initial pitch rates from 0 deg/sec to -150 deg/sec

in 50 deg/sec increments. The remaining initial conditions are held constant at the

values prescribed in equation (4–75). The weighting factors are restored to the original

values, Pα = Pq = Qα = 1 and Rδe = 10 with all other factors set to zero.

All of the trajectories in Figure 4-4 exhibit a similar trend. From a store separation

perspective, a larger nose-down pitch rate is desirable since it drives the angle of

attack more negative, resulting in increased safety with adequate acceptability margins.

However, an overly aggressive negative initial pitch rate ( q < −150 deg / sec) results in

an unacceptable trajectory, due to large elevator control deflection ( δe = −10 deg) and

excessive angle of attack ( α < −15 deg), exceeding the linear range of the aerodynamic
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Figure 4-4. Series of neighboring extremal trajectories for varied initial pitch rates.

model. A pitch rate in the neighborhood of −50 > q > −100 deg / sec is the preferred

range of initial pitch rate for this particular example.

Changes in the initial angle of attack also have a significant effect on the extremal

trajectory. A series of neighboring extremal trajectories are shown in Figure 4-5, using

a range of values for the initial angle of attack, 0 ≤ α(0) ≤ 5 deg. The remaining initial

conditions are the same as equation (4–75).

Note that the initial pitch angle is zero in all cases, θ(0) = 0 deg. Bering in mind

that the initial pitch angle is fixed by the aircraft hardware at carriage, the initial angle

of attack is not manipulated by reorienting the store, but by ejecting the store with

increasing values of downward velocity. An initial α(0) = 0 deg is equivalent to a

gravity-release, i.e. zero ejection velocity. An initial α(0) = 5 deg is equivalent to a large

ejection velocity of 75ft/ sec (for the selected flight condition with V = 861ft/ sec). Note

that a negative initial α(0) < 0 for θ(0) = 0 deg is impossible since it would physically

require an initial vertical velocity in the upward direction, interfering with the aircraft
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Figure 4-5. Series of neighboring optimal trajectories for varied initial angle of attack.

hardware. As a result of the varying α(0), the vertical translation curves in Figure 4-5

show a wide range of values. From a safety perspective, it is clearly desirable to move

the store away from the aircraft as quickly as possible, indicating that a large initial α(0),

is preferable (equivalent to a large vertical ejection velocity). However, the dramatic

increase in vertical translation for large α(0), also results in a significant potential energy

loss. For a store with a long-range mission, this may be unacceptable. The preferred

initial angle of attack for this problem is in the range of 1 > α(0) > 2 deg, equivalent to a

quite realistic ejection velocity of 15− 30ft/ sec.

The preceding discussion demonstrates that there exists a range of initial conditions

over which a candidate optimal trajectory can be found that satisfies safety and

acceptability criteria. Knowledge of the preferred range of initial conditions can be

used to specify ejector performance criteria. However, the exact initial conditions

cannot be determined a priori and the optimal control clearly requires adjustment

based on the initial conditions. This difficulty leads to the importance of considering a
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feedback controller to account for the variations in the initial conditions as well as model

inaccuracies and unmodeled disturbances. Neighboring optimal control provides the

framework for implementing such a controller. This discussion will be continued in the

Chapter 5 with the introduction of neighboring optimal control.

4.4 Chapter Summary

The purpose of this research is to investigate a store separation guidance and

control system which explicitly accounts for the spatially variant aerodynamics of the

store during separation and leverages the aerodynamic interaction between the store

and aircraft to improve separation characteristics. This objective is accomplished, in

part, using optimal control to determine a “best case” trajectory.

A candidate optimal trajectory for store separation is determined by solving

a Hamiltonian boundary value problem, as specified by the 1st order optimality

conditions in optimal control. The general optimality conditions are applied to a

store during separation and the 1st order necessary conditions for optimal store

separation are derived. A simplified example, namely planar store separation with

a spatially-variant aerodynamic model, is considered to illustrate the use of these

methods. The “open-loop” candidate optimal trajectory is a suitable starting point

for consideration of “closed-loop” feedback using neighboring optimal control. This

discussion is taken up in Chapter 5.
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CHAPTER 5
NEIGHBORING OPTIMAL CONTROL

5.1 Overview

Previous studies have highlighted the use of active control to improve separation

characteristics, primarily as a side benefit of demonstrating the use of a new CFD

capability. The most significant documented contribution to controlled store separation

comes from R.H. Nichols and A.G. Denny (Arnold Engineering Development Center)

[5]. The authors present a case study for the numerical simulation of a non-thrusted

ejector launched AIM-120C Advanced Medium Range Air-to-Air Missile (AMRAAM) in

controlled separation from a wing station of the F-15E Strike Eagle. The results indicate

a significant improvement of the separation characteristics with an active autopilot during

separation.

C. A. Atwood (NASA Ames Research Center) made another notable contribution

to controlled store separation [6]. Atwood demonstrated a CFD simulation of a

canard-controlled store released from an open flow rectangular cavity at supersonic

freestream conditions. Again, the simulation showed significant improvements in the

separation characteristics using a basic pitch attitude controller, in comparison to the

canard-fixed store.

In both of these studies, the emphasis was on demonstrating controlled separation

with a high fidelity CFD simulation. As such, the investigation of the autopilot itself was

limited. Remarkably, literature on investigation of a control system designed specifically

for the nonuniform flow field encountered by a store during separation is void.

This research is focused on the development of a transitional guidance and control

system, designed with the separation-induced transients in mind, to achieve the best

case trajectory for a variety of flight conditions and configurations. In particular, the

objective is to improve the separation characteristics of ejector-launched guided

munitions using a separation autopilot to achieve an optimal trajectory with respect
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to specified safety and acceptability performance metrics. The open-loop optimal

trajectory is determined using classical optimal control theory, as shown in Chapter 4.

Closed-loop feedback control is accomplished using neighboring optimal control, as

developed here.

5.2 Neighboring Optimal Control

The first order optimality conditions discussed in Section 4.2.1 provide the

necessary conditions for an extremal trajectory. The control is determined based on

solution of the two point Hamiltonian boundary value problem and implicitly assumes

perfect knowledge of the system operating in a disturbance-free environment. However,

deterministic disturbances or variations in the initial conditions, terminal conditions, and

system parameters alter the optimal state and control history, requiring computation of

unique solution for each variation. Stated another way, the optimal control strategy

is “open-loop”, meaning the control is specified a priori and fixed regardless of

perturbations that may affect the system during operation. In contrast, a “closed-loop”

control law is more desirable as it accounts for variations in initial conditions and

disturbances along the optimal path. Neighboring optimal control (NOC) provides

a powerful approach for implementing feedback control along an optimal path by

considering linear perturbations along the extremal solution. NOC relies on a locally

linearized dynamic model in conjunction with a quadratic cost functional derived from

the second variation of the original cost functional. The neighboring optimal solution is

then approximated as the sum of the original optimal trajectory plus the linear-optimal

solution [116].

Neighboring optimal control was first introduced in the early 1960’s by Kelly

[127] and Breakwell, Speyer and Bryson [128]. These early contributions were stated

informally as an extension to the accessory minimum problem (AMP) and immediately

gained traction as a convenient approach for implementing optimal control for a real

world system [129] as well as a viable numerical method for solving open-loop optimal
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control problems [128, 130]. Significant contributions to NOC in the presence of path

and equality constraints were made by Jacobson [131], Lee [132], Pesch [133, 134],

Hymas [135] and Fisher [136]. Similar contributions for NOC in the presence of

parameter variations were provided by Lee [137], D’Souza [138], and Hull [139, 140].

Applications of NOC in the aerospace community include advanced launch systems

[141], space shuttle guidance [134], hypersonic vehicle descent [142], flight vehicle

guidance [143], and missile guidance against a maneuvering target [144], to name

a few. Conventional nonlinear trajectory optimization problems require substantial

computational resources to find an extremal solution, which typically prohibits a real-time

implementation of optimal control. However, NOC is easily implemented and may

be used to provide real-time optimal control in the presence of small disturbances

[145–147]. Several applications for aircraft flight through nonlinear spatially-varying flow

fields developed by Jardin and Bryson are also of particular interest due to conceptual

similarity to guidance and control of a store during separation [148–150].

Current research trends in NOC include improvements in working with path and

control constraints [145, 151], robust analysis for control of systems with uncertainties

[152–154], implementation of real-time optimal control [146], and application to

increasingly complex real world systems including air transportation management

[103, 104, 147, 155], reusable launch vehicles [152, 154], and flight through adverse

flowfield conditions [156]. In this context, store separation guidance and control is a

challenging application of established principles in NOC. Additionally, the concept of

infinite horizon neighboring optimal control (IHNOC) is introduced here to demonstrate

how NOC can be constructed to provide continuation of the optimal control beyond the

original open-loop finite-horizon solution.

5.2.1 Second Order Optimality Conditions

Consider the Bolza problem introduced in Section 4.2.1 with a cost functional

given by Equation (5–1), dynamic constraints given by Equation (5–2), path and control
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inequality constraints given by (5–3), and terminal constraints given by Equation (5–4),

where it is assumed that the initial conditions, x(t0), and final time, tf , are specified.

J = φ
(

x(tf )
)

+

tf
∫

t0

L
(

x(t), u(t)
)

dt (5–1)

ẋ(t) = f
(

x(t), u(t)
)

(5–2)

C
(

x(t), u(t)
)

≤ 0 (5–3)

ψ
(

x(tf )
)

= 0 (5–4)

The corresponding 1st order necessary conditions are determined by taking the first

variation of the augmented cost functional with respect to each free variable, resulting

in the Euler-Lagrange equations and transversality conditions. The Euler-Lagrange

equations are given by Equations (5–5) and (5–6), and the transversality condition is

given by Equation (5–7), where H = L+ λT f is the Hamiltonian.

λ̇
T
= −∂H

∂x
(5–5)

0 =
∂H

∂u
(5–6)

λT (tf ) =
∂φ

∂x(tf )
− νT ∂ψ

∂x(tf )
(5–7)

The state x(t) and costate λ(t) form a Hamiltonian system with split boundary

conditions given by x(t0) and λ(tf ), resulting in a two-point Hamiltonian boundary

value problem (HBVP). The solution to the HBVP, denoted (x∗(t), u∗(t)), represents an

extremal trajectory with open-loop control of the type encountered in Chapter 4.

Now, consider a small variation in the initial conditions given by δx(t0). It is intuitive

to expect that the extremal trajectory will also vary slightly by the amount δx(t). With

the perturbed trajectory, the cost functional can be approximated to second order by

Equation (5–8). It is noted that in order to satisfy the first order necessary conditions, the

first variation in the cost functional is zero along the optimal path, δJ = 0. This term is

161



www.manaraa.com

consequently ommitted from Equation (5–8).

J [x∗(t) + δx(t)] = J [x∗(t)] + δ2J [δx(t)] (5–8)

From Equation (5–8) it is apparent that in order to minimize the original cost function

along the perturbed trajectory, it is necessary to minimize δ2J. The second variation of

the augmented cost functional is obtained by expanding the original cost functional to

second order and the constraints to first order, eliminating terms which are necessarily

zero along the extremal trajectory [113]. The result is given by Equation (5–9), where the

subscript notation indicates partial differentiation.

δ2Ja =
1

2

[

δxT
(

φxx +
(

νTψx
)

x

)

δx
]

t=tf
+

1

2

tf
∫

t0

[

δxT δλT
]







Hxx Hxu

Hux Huu













δx

δλ






dt

(5–9)

Thus, the objective is to find a control variation δu(t), corresponding to variations

in the state δx(t) and costate δλ(t), which minimizes the second variation of the cost

functional. This minimization problem can be further constructed by linearizing the 1st

order necessary conditions along the extremal trajectory, as shown in Equation (5–10)

through (5–14).

δẋ(t) = fxδx+ fuδu (5–10)

δλ̇(t) = −Hxxδx− fTx δλ− Hxuδu (5–11)

0 = Huxδx+ f
T
u δλ+ Huuδu (5–12)

δλT (tf ) =
[(

φxx +
(

νTψx
)

x

)

δx+ψTx δν
]

t=tf
(5–13)

δψ = [ψxδx]t=tf (5–14)

The variations δx, δu, and δλ are defined as perturbations along the optimal

trajectory. In particular, δx = x(t)− x∗(t), δu = u(t) − u∗(t), and δλ = λ(t) − λ∗(t) are

the variations in the state, control, and costate respectively.
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Thus, for the neighboring optimal control problem, the objective is to minimize

the cost functional given by Eq. (5–9) subject to the constraints given in Equations

(5–10) through (5–14). Upon careful inspection, it becomes apparent that the problem

statement is synonymous with the linear quadratic problem (LQP) considered in Section

4.2.4 and the established solution methodology can be applied directly to the NOC

problem.

The optimal control problem statement and corresponding necessary conditions

described in Equations (5–1) through (5–7) include both path/control inequality

constraints and terminal constraints. To be considered an allowable trajectory, the NOC

extremal trajectory must also satisfy these constraints. However, the presence of these

constraints adds significant complexity to the mathematical explanation. Therefore, the

NOC problem without path, control, or terminal constraints will be considered first in

Section 5.2.2. Terminal constraints are considered in Section 5.2.3 and path/control

inequality constraints are considered in Section 5.2.4.

It is noted that the NOC problem discussed thus far considers only perturbations

in initial conditions. Since any point along the extremal path is a valid starting point,

this development is directly applicable to disturbances along the extremal path.

However, variations in the system parameters also result in perturbations of the extremal

trajectory. The subject of NOC in the presence of parameter variations is addressed in

Section 5.2.5.

Finally, it is important to note that the first order necessary conditions result in an

extremal trajectory which may or may not be optimal. The second variation of the cost

functional is analogous to the second derivative in calculus and can be used to establish

sufficient conditions for optimality. This will be discussed in Section 5.2.6.

The theoretical development here has many practical applications. Application

of NOC to store separation is considered in Section 5.3 with an extended example in

Section 5.4. Application of NOC to a realistic case study is taken up in Chapter 6.
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5.2.2 Neighboring Extremal

The 1st order necessary conditions for a neighboring extremal without terminal

conditions are given by Equations (5–15) through (5–18).

δẋ(t) = fxδx+ fuδu (5–15)

δλ̇(t) = −Hxxδx− fTx δλ− Hxuδu (5–16)

0 = Huxδx+ f
T
u δλ+ Huuδu (5–17)

δλT (tf ) = [φxxδx]t=tf (5–18)

It should be noted that the end point cost φ(x(tf )) is still present in the simplified

problem so it is still possible to achieve an arbitrarily precise terminal condition when

desired. The function φ(x(tf )) is often referred to as a “soft” constraint, whereas

ψ(x(tf )) is a “hard” constraint.

Equation (5–17) can be used to solve for the control variation explicitly provided that

the matrix inverse H−1
uu exists. The control variation is given by Equation (5–19).

δu = −H−1
uu

(

Huxδx+ f
T
u δλ

)

(5–19)

Note that when the Hamiltonian is linear in the control, the matrix Huu = 0 and the

inverse does not exist. In this case, the control must be determined using the minimum

principle, often resulting in maximum control effort for the duration of the trajectory, a

strategy referred to as “bang-bang” control [111, 114].

Substituting (5–19) into the differential equations (5–15) and (5–16) results in the

linear system of equations (5–20) and (5–21), where the time-varying matrices A(t),

B(t), and C(t), given by Equations (5–22) through (5–24), are evaluated along the

extremal path.

δẋ = A(t)δx− B(t)δλ (5–20)

δλ̇ = −C(t)δx− AT (t)δλ (5–21)
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A(t) = fx − fuH−1
uu Hux (5–22)

B(t) = fuH
−1
uu f

T
u (5–23)

C(t) = Hxx − HxuH−1
uu Hux (5–24)

The boundary condition δλ(tf ) = φxxδx from (5–19) suggests a particular form of

perturbed costate as a linear combination of the perturbed state, as shown in Equation

(5–25), with the corresponding boundary condition given by (5–26).

δλ(t) = S(t)δx(t) (5–25)

S(tf ) = φxx (5–26)

Differentiation of (5–25) results in Equation (5–27). Substitution of (5–20) and (5–21)

into (5–27) results in the differential Riccati Equation (5–28).

δλ̇(t) = Ṡ(t)δx(t) + S(t)δẋ(t) (5–27)

Ṡ(t) = −SA− ATS + SBC − C (5–28)

The Riccati equation, subject to the terminal condition (5–26), is stable in backward

time and independent of the variations δx(t), δλ(t), and δu(t). As a result, once an

extremal trajectory has been determined using the 1st order necessary conditions, the

Riccati equation can be used to compute and store S(t) along the extremal path.

Equation (5–25) can be used with S(t) to eliminate the costate from the problem.

Substitution of (5–25) into (5–19) provides the control variation δu(t).

δu = −H−1
uu

(

Hux + f
T
u S
)

δx (5–29)

Recalling the definition of the perturbed state and control, δx = x(t) − x∗(t) and

δu = u(t) − u∗(t), where x∗(t) and u∗(t) represent the nominal extremal trajectory,

Equation (5–29) can be expressed as (5–30) and (5–31).
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u(t) = u∗(t)− K(t) (x(t)− x∗(t)) (5–30)

K(t) = H−1
uu

(

Hux + f
T
u S
)

(5–31)

Equations (5–30) and (5–31) represent a Neighboring Optimal Feedback Law that

can be used to correct for varying initial conditions or disturbances along the extremal

path. The neighboring optimal control structure is shown graphically in Figure 5-1.

Nominal Opt 

Trajectory

x
0
(t),u

0
(t)

NOC

Gains

Dynamic 

System

x(t),u(t)K(t)

u
0
(t)

x
0
(t) Δx(t) x(t)Δu(t) u(t)+

+

+

-

Figure 5-1. Neighboring Optimal Control block diagram.

Although the math is arduous, the final result is compact and easily implemented.

The neighboring optimal control process is summarized as follows.

1. Using the 1st order optimality conditions, compute and store the nonlinear,
open-loop, optimal trajectory for the given problem statement, x∗(t) and u∗(t).

2. Using the matrix Riccati equation, compute and store the feedback gains, K(t)
along the optimal path. If collocation is used, the Riccati equation can be solved
commensurate with the open-loop optimal trajectory in step 1.

3. Using the stored matrix K(t), the stored nominal optimal trajectory x∗(t) and u∗(t),
and the estimates of the actual state x(t), determine the control u(t) = u∗(t) + δu
during operation.

With the above synopsis, neighboring optimal control is seen to be a compact

and efficient approach to implementing feedback control along an optimal path when

deviations from the optimal path are expected to be small. Application of NOC to store

separation is straightforward, resulting in a feedback control system which may be used

to account for variations in initial conditions and flow field perturbations. Extension of the
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neighboring optimal feedback law for prescribed terminal conditions, constrained control

inputs, and parameter variations are discussed subsequently.

5.2.3 Neighboring Extremal with Terminal Constraints

The 1st order necessary conditions for an extremal trajectory with terminal

constraints ψ(x(tf )) = 0 are given in Equations (5–10) through (5–14). The inclusion

of terminal constraints affects the computation of a neighboring extremal in two primary

ways including (1) modification of the boundary conditions for the Riccati equation and

(2) modification of the feedback structure to include explicit dependence on the terminal

conditions.

The boundary conditions on the variation of the costate and the variation of the

terminal conditions are given in Equations (5–32) and (5–33). If the original terminal

constraint ψ(x(tf )) = 0 is satisfied by the neighboring extremal, then δψ = 0 as

a consequence. However, in some cases it may be desirable to adjust the terminal

constraints during operation. Therefore, δψ may be considered a user specified

parameter and we seek a feedback control law with explicit dependence on the original

terminal constraint and any specified perturbation δψ.

δλT (tf ) =
[(

φxx +
(

νTψx
)

x

)

δx+ψTx δν
]

t=tf
(5–32)

δψ = [ψxδx]t=tf (5–33)

The boundary conditions in Equations (5–32) and (5–33) suggest a particular

form for the variation in the costate δλ(t) and terminal conditions δψ(t) as a linear

combination of the variation in the state δx(t) and Lagrange multiplier δν, as shown in

Equations (5–34) and (5–35). The corresponding matrix boundary conditions given in

(5–36) through (5–38).

δλ(t) = S(t)δx(t) + R(t)δν (5–34)

δψ(t) = R(t)Tδx(t) +Q(t)δν (5–35)
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S(tf ) =
[

φxx +
(

νTψx
)

x

]

t=tf
(5–36)

R(tf ) =
[

ψTx
]

t=tf
(5–37)

Q(tf ) = 0 (5–38)

Differentiation of Equation (5–34) and substitution of Equations (5–20) and (5–21)

results in the same differential Riccati equation as before, Equation (5–28), with the

new boundary conditions specified in Equation (5–36). Taking note that δν is a constant

vector and differentiating Equation (5–35) results in the differential equation (5–39).

0 = ṘT (t)δx(t) + RT (t)δẋ(t) + Q̇(t)δν (5–39)

Substitution of Equation (5–20) for δẋ(t) with subsequent factoring of the coefficients

gives Equation (5–40).

0 =
(

ṘT + RT (A− BS)
)

δx+
(

Q̇ − RTBR
)

δν (5–40)

Since the variations δx and δν are independent, both coefficients must be zero

independently, giving two additional matrix differential equations.

Ṙ = −
(

AT − SB
)

R (5–41)

Q̇ = RTBR (5–42)

The complete set of neighboring extremal differential equations and corresponding

boundary conditions are summarized in Equations (5–43) through (5–45).

Ṡ(t) = −SA− ATS + SBC − C , S(tf ) =
[

φxx +
(

νTψx
)

x

]

t=tf
(5–43)

Ṙ = −
(

AT − SB
)

R, R(tf ) =
[

ψTx
]

t=tf
(5–44)

Q̇ = RTBR, Q(tf ) = 0 (5–45)

Equations (5–43) through (5–45) are a set of matrix differential equations with all

necessary boundary conditions specified at the final time tf . The equations are stable in
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backward time and independent of the variations δx(t), δλ(t), and δu(t). As a result, the

equations can be solved numerically along an extremal path yielding the time varying

matrices S(t), R(t), and Q(t).

Recall that the control variation is given by Equation (5–19), restated here for

convenience.

δu = −H−1
uu

(

Huxδx+ f
T
u δλ

)

(5–46)

Substitution of δλ = Sδx + Rδν from Equation (5–34) gives the result shown in

Equation (5–47).

δu = −H−1
uu Huxδx− H−1

uu f
T
u (Sδx+ Rδν) (5–47)

Equation (5–35) can be used to eliminate the dependence of the control on the

Lagrage multiplier δν, as shown in Equation (5–48).

δψ = RTδx+Qδν

⇒ δν = Q−1
(

δψ − RTδx
)

(5–48)

Substitution of this expression for δν into Equation (5–47) and subsequent factoring

of the coefficients gives Equation (5–49).

δu = −H−1
uu

(

Hux + f
T
u S − fTu RQ−1RT

)

δx− H−1
uu f

T
u RQ

−1δψ (5–49)

Equation (5–49) can be written concisely as a feedback law with time-varying gains

Λ1(t) and Λ2(t).

δu = −Λ1(t)δx− Λ2(t)δψ (5–50)

Λ1(t) = H
−1
uu

(

Hux + f
T
u S − fTu RQ−1RT

)

(5–51)

Λ2(t) = H
−1
uu f

T
u RQ

−1 (5–52)

The feedback control law in Equation (5–50) shows an explicit dependence on the

variation in the state (arising from perturbed initial conditions or disturbances along

the extremal trajectory) and the variation in the terminal conditions (arising from a

169



www.manaraa.com

user-specified change in terminal conditions from the nominal extremal solution). Some

simplification results if δψ = 0.

δu = −H−1
uu

(

Hux + f
T
u S − fTu RQ−1RT

)

δx (5–53)

Recall that the neighboring optimal control law in the absence of terminal constraints

is given by Equation (5–29), restated here as δû(t).

δû(t) = −H−1
uu

(

Hux + f
T
u S
)

δx (5–54)

The feedback law with terminal constraints from Equation (5–53) can be expressed

as a combination of the control variation without terminal constraints, δû(t), and an

additional term due to terminal constraints, as shown in Equation (5–55).

δu = δû(t) + H−1
uu f

T
u RQ

−1RTδx (5–55)

In order for δu to exist and be finite, the matrix inverse Q−1(t) must also exist for

t ∈ [t0, tf ]. However, the boundary conditions specified in Equation (5–45) require that

Q(tf ) = 0, which implies Q−1(tf ) =∞. As a result, δu(t)→ ∞ as t → tf .

What at first seems like an inconvenient mathematical artifact actually alludes to

an intuitive physical principle. Namely, to guarantee that the system arrives at an exact

terminal condition ψ(x(tf )) = 0 in the presence of disturbances δx(t) requires an infinite

amount of control. Stated another way, as the terminal condition is approached, an

infinite amount of control is required over an infintely short period of time to reach the

specified end state.

This problem is also manifest by examining the time-varying gains in Equations

(5–51) and (5–52), which approach infinity near the terminal time.

lim
t→tf
Λ1(t) = Λ2(t) =∞ (5–56)
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The divergence of the time-varying gains near t = tf introduces a difficulty in

using NOC with terminal constraints for realistic systems. This problem is well-known

in the literature and a simple workaround is to bound the gains using a saturation

function [128]. As a result, the gains are held constant over the final duration of the

trajectory. Another alternative is to specify bounds on the control, in the form of an

inequality constraint. The system will then naturally employ maximum control effort

near the terminal conditions in order to come as close to the terminal condition as

possible. Consideration of NOC in the presence of inequality constraints on the control

is discussed next.

5.2.4 Neighboring Extremal with Path/Control Constraints

The optimal performance of many systems involves operation at or near a physical

boundary. Examples include maximum control effort in a “bang-bang” control system

and maximum acceleration to reach a target in minimum time. Interior constraints

can be classified as (1) path constraints, (2) control constraints, or (3) path and

control constraints. The constraints may be further classified as equality or inequality

constraints, for a total of six possible problem types, each with a similar but distinct

solution approach [111]. For a more in depth treatment, the reader is referred to

literature that addresses neighboring optimal control with path and control constraints

in detail [131–133, 136, 151]. The general solution approach, briefly considered here,

consists of joining the constraints to the Hamiltonian using corresponding Lagrange

multipliers.

Consider the path/control inequality constraint introduced in Equation (5–3).

C
(

x(t), u(t)
)

≤ 0 (5–57)

As discussed in Chapter 4, the path/control constraint can be joined to the

Hamiltonian using the Lagrange multiplier µ(t).

H (x, u,λ,µ) = L (x, u) + λT f (x, u) + µTC (x, u) (5–58)
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Using the complementary slackness condition, the Lagrange multiplier µ(t) is

related to the value of the dynamic constraint C (x(t), u(t)) ≤ 0, as shown in Equation

(5–59), where s is the number of constraints and the dimension of the vector C
(

x, u
)

.

Lagrange multiplier µ(t):















µi(t) = 0 if Ci (x(t), u(t)) < 0; i = 1, ..., s

µi(t) > 0 if Ci (x(t), u(t)) = 0; i = 1, ..., s
(5–59)

The positive value of µi when Ci = 0 is interpreted such that improving the cost may

only come from violating the constraint [113]. Furthermore, µi(t) = 0 when Ci < 0 states

that this constraint is inactive and can be ignored. In this case, the Hamiltonian reduces

to the unconstrained form given in equation (5–60).

H (x, u,λ) = L (x, u) + λT f (x, u) (5–60)

Similarly, the Euler-Lagrange equations are dependent on the activity of the

constraint inequality.

λ̇
T
= −Hx =















−Lx − λT fx − µCx , C = 0

−Lx − λT fx , C < 0
(5–61)

The necessary condition to determine the optimal control is given by Equation

(5–62).

Hu = Lu + λ
T fu + µCu = 0 (5–62)

When the constraint is inactive, µ(t) = 0 and u(t) is determined from Lu + λT fu = 0

in the usual unconstrained manner. Otherwise, when the constraint is active, u(t) is

determined from C(x, u) = 0 and µ(t) is determined from Equation (5–62). A simple

check to ensure µ(t) ≥ 0 is sufficient to verify the stationarity of the extremal along the

constrained arc. When the inequality constraint does not include the control explicitly,

e.g. C = C(x), additional effort is needed to introduce the control through differentiation

of C(x) and substitution of ẋ(t) until the control appears explicitly in the constraint

172



www.manaraa.com

equation. This additional complexity is not necessary for the current application and only

constraints of the form C(x, u) will be considered herein.

This argument can be extended to NOC as follows. Consider the variation of the

function Hu(δx, δλ, δu, δµ) = 0, as shown in Equation (5–63).

δHu(δx, δλ, δu, δµ) = Huxδx+ f
T
u δλ+ Huuδu+ C

T
u δµ = 0 (5–63)

When C < 0, the variation δµ = 0 and the control can be determined in a manner

identical to the unconstrained neighboring extremal. In the case that C = 0, the

constrained control uc can be determined from the constraint and δu = uc − u∗ is also

known. As such, the variation δµ can be determined from Equation (5–63). The two

possibilities are summarized in Equation (5–64).

When:















C < 0, δµ = 0, δu = −H−1
uu

(

Hux + f
T
u S
)

δx

C = 0, δu = uc − u∗, δµ = −C−T
u

[(

Hux + f
T
u S
)

δx+ Huuδu
]

(5–64)

The variation δµ carries the same significance as the original multiplier µ and the

complementary slackness condition in Equation (5–59). Namely, a positive δµ implies

that the cost can only be improved by violating the constraints. Consequently, a simple

check of δµ ≥ 0 is sufficient to ensure the stationarity of the neighboring extremal

along the constrained arc. These verifications are implicit to the numerical examples

presented subsequently and when a constrained arc is encountered, it can be assumed

by the reader that these qualifications have been met.

5.2.5 Neighboring Extremal with Parameter Variations

Consider a system that is dependent on a set of constant parameters θ, as shown

in Equation (5–65).

ẋ(t) = f (x, u, θ, t) (5–65)

It is assumed that the initial value of θ is known and used in the solution of the

nominal HBVP. The goal is to find a neighboring optimal feedback law that minimizes
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the original cost functional to second order in the presence of disturbances δx(t0) and

parameter variations δθ. The development is similar to the discussion in Section 5.2.3.

For the present discussion, it will be assumed that no terminal constraints have been

specified, although extension to the case with terminal constraints is straightforward. For

a more in depth treatment, the reader is referred to literature that addresses neighboring

optimal control with parameters in detail [137, 138, 140].

The variation in the state and costate differential equations with parameter

variations are given by Equations (5–66) and (5–67).

δẋ(t) = fxδx+ fuδu+ fθδθ (5–66)

δλ̇(t) = −Hxxδx− Hxuδu− Hxθδθ − fTx δλ (5–67)

The necessary condition for optimal control Hu = 0 followed by the resulting

expression for the control variation δu is given by Equation (5–68).

0 =Huxδx+ Huuδu+ Huθδθ + f
T
u δλ

⇒ δu = −H−1
uu

(

Huxδx+ Huθδθ + f
T
u δλ

)

(5–68)

Substitution of δu from Equation (5–68) into the differential equations (5–66) and

(5–67) results in the following linear system of equations in terms of δx, δλ, and δθ.

δẋ(t) = A(t)δx− B(t)δλ+ U(t)δθ (5–69)

δλ̇(t) = −C(t)δx− AT (t)δλ+ V (t)δθ (5–70)

The matrices A(t), B(t), and C(t) are given by Equations (5–22) through (5–24) in

Section 5.2.2. The matrices U(t) and V (t) are determined in a similar manner.

U(t) = fθ − fuH−1
uu Huθ (5–71)

V (t) = HxuH
−1
uu Huθ − Hxθ (5–72)
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The terminal condition δλ(tf ) = φxxδx(tf ) suggests a particular form for the costate

as a linear combination of the variation of the state δx(t) and the constant parameter

vector δθ, as shown in Equation (5–73).

δλ(t) = S(t)δx+W (t)δθ (5–73)

Differentiation of Equation (5–73) followed by substitution of δẋ and δλ̇ results in the

following matrix differential equations for S(t) andW (t). The corresponding boundary

conditions are determined by comparison with δλ(tf ) = φxxδx(tf ).

Ṡ(t) = −SA− ATS + SBS − C , S(tf ) = φxx (5–74)

Ẇ (t) = V − ATW − S(U − BW ), W (tf ) = 0 (5–75)

Equations (5–74) and (5–75) are a set of matrix differential equations with all

necessary boundary conditions specified at the final time tf . The equations are stable

in backward time and independent of the variations δx, δu, δλ, and δθ. As a result, the

equations can be solved numerically along an extremal path yielding the time varying

matrices S(t) andW (t).

Recall that the neighboring optimal control law in the absence of parameter

variations or terminal constraints is given by Equation (5–29), restated here as δû(t).

δû(t) = −H−1
uu

(

Hux + f
T
u S
)

δx (5–76)

The feedback law with parameter variations, which results from the substitution of

(5–73) into (5–68), can be expressed as a combination of the control variation without

parameter variations, δû(t), and an additional term due to parameter variations, as

shown in Equation (5–77).

δu = δû(t)− H−1
uu

(

Huθ + f
T
u W (t)

)

δθ (5–77)
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Equation (5–77) represents a neighboring optimal feedback control law that

minimizes the original cost function to second order in the presence of disturbances

and parameter variations.

When the parameter variation δθ is known or may be estimated during operation,

NOC may be used to implement a feedback control law that is explicitly dependent

on the perturbed parameters. However, when δθ is unknown, the control variation

is necessarily sub-optimal. Although the feedback control can still accommodate

disturbances that result from applying the nominal open-loop (feed forward) control to

the system with perturbed parameters, the feedback will not be optimal to second order

and some additional cost will be incurred. Therefore, the use of NOC for a system with

unknown parameter variations can be described as “near optimal”, provided that the

parameter variations remain small.

5.2.6 Sufficient Conditions for Optimality

The 1st order optimality conditions specify the necessary conditions for an extremal

trajectory. However, an extremal trajectory that satisfies the necessary conditions may or

may not be locally optimal. In order to demonstrate that the extremal trajectory is indeed

a locally optimal trajectory, it is necessary to consider 2nd order sufficient conditions.

Whereas the 1st order necessary conditions require δJa = 0, the 2nd order sufficient

conditions for local optimality require δ2Ja > 0 [113]. The 2nd variation of the augmented

cost functional is given by Equation (5–78), which is the same cost functional used for

solving the neighboring optimal control problem.

δ2Ja =
1

2

[

δxT
(

φxx +
(

νTψx
)

x

)

δx
]

t=tf
+

1

2

tf
∫

t0

[

δxT δλT
]







Hxx Hxu

Hux Huu













δx

δλ






dt

(5–78)
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The quadratic form of the cost functional ensures that if a neighboring extremal can

be found, then δ2Ja > 0. Thus, simply stated, the existence of a neighboring optimal

solution is sufficient for ensuring the extremal path is indeed locally optimal.

The sufficient conditions for the existence of a neighboring extremal, which are

synonymous with the sufficient conditions for local optimality, can be deduced from

the mathematical development in the preceding sections. Rigorous developments are

documented elsewhere [87, 113, 116]. Considering the more general case with terminal

constraints, the sufficient conditions are summarized in Equations (5–79) through

(5–81).

Convexity Condition: Huu(t) > 0 for t0 ≤ t ≤ tf (5–79)

Normality Condition: Q(t) < 0 for t0 ≤ t < tf (5–80)

Jacobi Condition: S(t)− R(t)Q−1(t)RT(t) finite for t0 ≤ t < tf (5–81)

For the simplified case without terminal constraints, the sufficient conditions reduce

to Huu > 0 and S(t) finite over the entire extremal trajectory. These conditions can be

easily verified along the extremal path using the formulations developed in previous

sections.

5.3 Store Separation Autopilot

Flight vehicles, such as aircraft and guided stores, use flight management systems

(FMS) to achieve guidance and control throughout the flight profile. The pilot or FMS will

frequently switch between autopilots that perform different functions, such as altitude

hold, climb/descent, bank-to-turn, etc. In this context, a store separation autopilot is

a transitional control system, designed to effectively transfer the store from release

to a stable trimmed flight condition. The spatially variant aerodynamic characteristics

are accounted for through the nominal optimal trajectory using the methods discussed

in Chapter 4. Response to varying initial conditions and flow field disturbances are

accounted for using full-state feedback based on neighboring optimal control techniques.
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5.3.1 Feedback Using Neighboring Optimal Control

Application of neighboring optimal control to store separation is straight forward.

A quadratic cost functional, given by Equation (5–82) is sufficient for this investigation,

where Q is a constant positive semi-definite matrix Q ≥ 0 and R is a constant positive

definite matrix R > 0. The weighting matrices Q and R are chosen by the user to

influence the magnitude of the state and control vector, respectively. The matrix Sf ≥ 0

is specified by the user to achieve satisfactory terminal conditions.

J =
1

2
x(tf )

TSf x(tf ) +
1

2

tf
∫

t0

(

xTQx+ uTRu
)

dt (5–82)

Using the quadratic cost functional, the 1st order optimality conditions without

terminal constraints are stated in Equations (5–83) through (5–85).

ẋ(t) = f (x(t), u(t)) , x(t0) specified (5–83)

λ̇(t) = −Qx(t)− fTx (t)λ(t), λ(tf ) = Sf x(tf ) (5–84)

u(t) = −R−1fTu (t)λ(t) (5–85)

Due to the difficulty of modeling store separation aerodynamics, it is desirable

to isolate the aerodynamic terms appearing in the state equations ẋ(t) = f(x, u).

This allows the optimality equations developed herein to be used with a variety of

aerodynamic models. Recognizing that the aerodynamic terms are also functions of

the state and control, the state equations can be written in functional form as shown in

Equation (5–86), where CF (x, u) and CM(x, u) are the aerodynamic force and moment

coefficients, respectively.

ẋ(t) = f (x,CF (x, u),CM(x, u)) (5–86)
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Using the notation in Equation (5–86), the Jacobian matrices in Equations (5–84)

and (5–85) can be expanded as follows.

fx ,
∂f(x,CF ,CM)

∂x
=
∂f0
∂x
+

∂f

∂CF

∂CF
∂x
+

∂f

∂CM

∂CM
∂x

(5–87)

fu ,
∂f(x,CF ,CM)

∂u
=
∂f0
∂u
+

∂f

∂CF

∂CF
∂u
+

∂f

∂CM

∂CM
∂u

(5–88)

Equations (5–89) and (5–90) can be written more concisely using subscript notation

to represent partial differentiation, where the notation fx0 and fu0 implies the derivative is

taken while holding the aerodynamic coefficients constant.

fx = fx0 + fCFCFX + fCMCMX (5–89)

fu = fu0 + fCFCFU + fCMCMU (5–90)

The matrices CFX and CMX represent the aerodynamic stability derivatives, and the

matrices CFU and CMU represent the aerodynamic control derivatives. These matrices

may be determined analytically when a parametric form of the aerodynamic model is

available, often as a result of system identification. Alternatively, they can be estimated

numerically using finite differencing or an alternative numerical recipe.

Beginning with the necessary conditions in Equations (5–83) through (5–85), the

linear differential equations for a neighboring extremal arise immediately from the results

in Section 5.2.2 and are summarized in Equations (5–91) through (5–93).

δẋ(t) = fxδx+ fuδu (5–91)

δu(t) = −R−1fTu Sδx (5–92)

Ṡ(t) = −Sfx − fTx S + SfuR−1fTu S −Q, S(tf ) = Sf (5–93)

Equations (5–91) through (5–93) are a compact set of differential equations that

can be used to implement a Store Separation Autopilot that minimizes the original

cost function to second order in the presence of disturbances along a predetermined
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optimal trajectory. The matrix Riccati equation (5–93) is evaluated along the optimal

trajectory to determine the feedback gains K(t) = −R−1fTu S and the results are stored

along with the nominal state and control, x∗(t) and u∗(t). The neighboring optimal

control input can be determined real-time using feed forward of the nominal control

plus feedback proportional to the deviation of the measured state from the reference

trajectory, u(t) = u∗(t)− K(t)δx(t).

5.3.2 Infinite Horizon Neighboring Optimal Control

The aerodynamic characteristics of the store in the vicinity of the aircraft are

inherently nonlinear. Aerodynamic nonlinearities appear through large flow field

gradients near the aircraft as well as decay of the aircraft effects in far field conditions.

Thus, the store transitions through a time (or spatially) variant nonlinear regime and

rapidly approaches a trimmed freestream flight condition that can be adequately

approximated by time invariant linear behavior. One approach to controlling the store

in these two disparate flight regimes is to switch between a nonlinear time variant

controller and a linear time invariant controller. Another approach is to design a single

control system that accounts for the nonlinear flight regime and converges to a linear

time invariant controller in far field conditions. The latter approach is adopted here in a

process herein referred to as Infinite Horizon Neighboring Optimal Control.

The neighboring optimal feedback gains K(t) = −R−1fTu S are determined in part by

the solution to the matrix differential Riccati equation (5–94).

Ṡ(t) = −Sfx − fTx S + SfuR−1fTu S −Q, S(tf ) = Sf (5–94)

The Jacobian matrices fx and fu are in general time-varying. For store separation,

these matrices result from linearization along a predetermined trajectory and vary with

time and/or distance from the aircraft due to the nonlinear aerodynamic characteristics.

However, as the distance between the store and aircraft becomes large, the effect of the

aircraft flow field becomes negligible and the Jacobian matrices converge to constant
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freestream quantities, denoted here as F and G .

lim
t→tf
fx(t)→ F (5–95)

lim
t→tf
fu(t)→ G (5–96)

In this limiting case, the matrix differential Riccati equation (DRE) approaches a

constant solution, resulting in an algebraic Riccati equation (ARE) with may be solved

numerically to yield Sf .

0 = −Sf F − FTSf + SfGR−1GTSf −Q (5–97)

The solution to the ARE can be used to determine the constant feedback gains

Kf = −R−1GTSf . The resulting linear time invariant control system is mathematically

equivalent to a Linear Quadratic Regulator (LQR).

Returning to the original quadratic cost functional, restated here as Equation

(5–98), it is apparent, with obvious forethought, that the matrix Sf is used to denote a

user-specified weighting matrix that determines the end point (Mayer) cost.

J =
1

2
x(tf )

TSf x(tf ) +
1

2

tf
∫

t0

(

xTQx+ uTRu
)

dt (5–98)

Choosing the Mayer cost to be consistent with the solution to the ARE results in

time varying gain matrix that approaches a constant quantity as the system converges

to a time invariant system. The time invariant gains can be used to maintain the system

near the desired operating condition indefinitely.

lim
t→tf
K(t)→ Kf (5–99)

In summary, Infinite Horizon Neighboring Optimal Control (IHNOC) consists of

three sequential steps. First, optimal control theory is used to determine a nominal

reference trajectory that optimizes a desired performance index for a dynamic system
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with transitory nonlinear characteristics. Next, neighboring optimal control is used to

implement a feedback control system that optimizes the original performance index to

second order in the presence of disturbances along the optimal path. Finally, as the

system approaches an operating condition that is adequately represented by a linear

system model, the feedback controller converges to a linear time invariant regulator that

may be used to keep the system near the desired operating condition indefinitely.

IHNOC provides a framework for designing a store separation autopilot that guides

the store away from the aircraft along an optimal trajectory, responds in an optimal

manner to disturbances along the nominal path, and converges to a time invariant

linear feedback controller in far field conditions. An extended example demonstrating

the efficacy of this approach is presented in Section 5.4 and a realistic case study is

examined in Chapter 6.

5.4 Example: Planar Store Separation

Store separation is often dominated by vertical translation and pitch attitude. In

most cases, lateral translation and yaw attitude are fairly benign and of secondary

interest. For instructive purposes, consideration of a store confined to the vertical

x − z plane during separation maintains the primary scope of interest and considerably

reduces the complexity of the optimal control problem. The example considered here is

a continuation of the results discussed in Chapter 4. Extension of the approach to a full

nonlinear six degree of freedom case study is taken up in Chapter 6.

5.4.1 Model Equations

The model equations for planar store separation were given in Section 4.3.3.1.

The state space equations of motion in mixed wind and body axes are given in

Equation (5–100).
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ż

























=

























−D/m − g sin γ

q − L/mV + g/V cos γ

M/Iyy

q

−V sin γ

























(5–100)

The components of the state, V(t), α(t), q(t), θ(t) and z(t), are the air-relative

velocity, angle of attack, pitch rate, pitch angle, and vertical position, respectively. The

flight path angle is given by γ(t) = θ(t) − α(t) and the local acceleration of gravity

is denoted by g. The variables L, D, and M represent the dimensional lift, drag, and

pitching moment, respectively. Finally, Iyy is the pitch-axis moment of inertia and m is

the mass of the store. The Jacobian matrices fx0 , fu0 , fCF , and fCM can be evaluated

analytically from the equations of motion and are provided in Section 4.3.3.1.

A simplistic spatially variant nonlinear aerodynamic model based on wind tunnel

data has been selected to demonstrate the application of NOC to store separation. The

model is the same model used in Section 4.3.3.2.

CL = CLαα+ CLδe δe (5–101)

CD = CD0 + KC
2
L + CDδe

δe (5–102)

Cm = Cmα
α+ Cmq q̂ + Cmδe

δe + e
−(µz) (η0 + η1z) (5–103)

The variable δe represents the elevator control surface deflection and q̂ is the

non-dimensional pitch rate introduced for unit consistency. The constants CLα, CD0,

Cmα
, and Cmq represent the classical aerodynamic derivatives. The constants CLδe ,

CDδe
, and Cmδe

represent the classical control derivatives. For the current example, the

aerodynamic and control derivatives are constant and estimated using freestream wind

tunnel data and the system identification methods discussed in Chapter 3. The term

e−(µz) (η0 + η1z) is the only spatially variant contribution to the aerodynamic model. The
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exponential-polynomial form is seen as a special case of the more general parametric

model presented in Chapter 3. The constants µ, η0, and η1 were estimated using a

nonlinear least squares curve fit of representative wind tunnel data at a nominal pitch

attitude and are tabulated in Table (4-1). The Jacobian matrices CFX , CMX , CFU , and CMU

are readily determined from the aerodynamic model and provided in Section 4.3.3.1.

5.4.2 Neighboring Optimal Control

Figure 5-2 shows an open loop optimal trajectory and a neighboring optimal

trajectory for the same initial conditions. The open loop trajectory was solved as

an HBVP using the planar nonlinear equations of motion and simplified nonlinear

aerodynamic model described in Section 5.4.1. The neighboring optimal trajectory was

determined using the equations derived in Section 5.4 with a quadratic cost functional.

The cost was selected such that Qα = 10 and Rδe = 10 with all other weighting

parameters set to zero, including Sf = 0. The results agree very closely as expected,

indicating the NOC formulation is working well in the absence of any disturbances or

parameter variations.

The solution S(t) to the Riccati differential equation along the optimal trajectory is

shown in Figure 5-3. Note that all of the Riccati gains converge to zero at t = tf . This is

consistent with the boundary condition resulting from the weighting matrix Sf = 0.

The corresponding control gains, K(t) = −R−1fTu S(t), are shown in Figure 5-4.

The various control gains differ by three orders of magnitude and the subplots in Figure

5-4 are organized by order of magnitude to enhance clarity. The largest gains are those

associated with the state variables α(t), θ(t), and q(t), as one might expect based on

the specified cost parameters. Note that the control gains in Figure 5-4 also converge to

zero at t = tf , commensurate with Sf = 0.

The neighboring extremal in Figure 5-2 agrees well with the HBVP optimal trajectory

with the same initial conditions. For the open loop trajectory, the HBVP must be solved

again for each new set of initial conditions. However, NOC can be used to estimate
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Figure 5-2. Optimal trajectory with neighboring optimal feedback control.
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Figure 5-3. Solution to Riccati differential equation.
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Figure 5-4. Neighboring optimal feedback gains.

a new optimal trajectory for each set of disturbances using only a single reference

trajectory and stored gain matrix. Figure 5-5 shows a series of optimal trajectories

computed for various initial pitch rates, q(t0) = −50 ± 50 deg/sec. The solutions were

obtained with Qα = 1 and Rδe = 10 and all other weighting parameters set to 0. The

reduced weight Qα was selected to avoid saturation of the control inputs.

The optimal solutions (solid lines) in Figure 5-5 were solved independently for

each set of initial conditions. The first optimal solution, corresponding to q(t0) = −50

deg/sec, was used as a reference trajectory for the remaining four NOC solutions. Note

that each of the four NOC solutions agrees well with the true optimal solution for the

specified initial conditions. Thus, the NOC formulation is adequately approximating the

true optimal performance of the system in the presence of varying initial conditions.

Figure 5-6 shows a similar result for perturbations in α(t0) = 5 ± 2 deg.

Again, the neighboring optimal trajectories are adequate approximations of the true

optimal trajectories, with some minor degradation at the extreme values. Despite the

degradation, the performance of the neighboring optimal controller is excellent.
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Figure 5-5. Optimal and neighboring optimal trajectories for varying initial pitch rate.
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Figure 5-6. Optimal and neighboring optimal trajectories for varying initial angle of
attack.
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Figure 5-7 shows similar results for perturbations in both q(t0) = −50 ± 50

deg/sec and α(t0) = 5 ± 2 deg. The results further demonstrate the performance of the

neighboring optimal controller in the presence of large initial disturbances.
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Figure 5-7. Optimal and neighboring optimal trajectories for varying initial pitch rate and
initial angle of attack.

The consistency of the results presented in Figures 5-5 through 5-7 is indeed

promising as a starting point. It is important to note that this example is based on

an aerodynamic model that is linear by construction, with the exception of a single

nonlinear spatially variant term. A full scale six degree of freedom aerodynamic model

will necessarily be more complicated and one would expect that as the nonlinearities

become stronger the effectiveness of the neighboring optimal controller will decrease.

The limitation of the neighboring optimal controller can be exposed by considering

increasingly larger perturbations in initial conditions. For example, Figure 5-8 shows

three trajectories for initial angle of attack α(t0) = 5±5 deg. The neighboring trajectories

were computed using only the nominal optimal trajectory as a reference. The results
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indicate that even though the NOC performs adequately, the neighboring trajectories

differ substantially from the true optimal trajectories, especially at α(t0) = 0 deg.
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Figure 5-8. Optimal and neighboring optimal trajectories for large perturbations in initial
angle of attack.

In comparison of the optimal and neighboring optimal solutions in Figure 5-8, two

things are important to note. First, the range in initial α(t0) is extensive. The initial pitch

angle θ(t0) has been held constant θ(t0) = 0 for all of the preceding comparisons.

Thus, the change in angle of attack corresponds physically to a different initial vertical

velocity. An initial α(t0) = 0 corresponds to zero vertical velocity, e.g. a gravity release.

The nominal α(t0) = 5 deg corresponds to an ejection velocity of 75 ft/sec , or about

46g which is substantial. The maximum initial value of α(t0) = 10 deg corresponds

to a 150 deg/sec ejection velocity, or about 93g, which far exceeds any realistic initial

condition.

The second important note is that even in the most extreme conditions, the

neighboring optimal controller performs well, driving the store to a benign flight condition

in the desired time interval. The significant decrease in vertical velocity for α(t0) = 0
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has the effect of immersing the store within the aircraft flow field for a longer duration,

making the trajectory more sensitive to the nonlinear term in the aerodynamic model.

As a result, the store experiences a stronger nose down pitching moment than the

controller was designed for and the controller under compensates for the pitching

moment, allowing the store to reach a larger nose down angle of attack. The reduced

control corresponding to the reduced vertical velocity is actually advantageous, in that it

increases the safety margin by allowing the aerodynamic effect to accelerate the store

away from the aircraft, albeit at a higher cost than the true optimal solution.

The above discussion can be summarized as follows. For the simple quasi-linear

aerodynamic model considered in this case, the initial conditions must be varied

beyond reasonable limits in order to find a situation in which the neighboring optimal

controller fails to adequately approximate the true optimal solution. Even in the most

extreme cases, the performance of the neighboring optimal controller is stable and

convergent and a significant improvement over the equivalent uncontrolled trajectory.

However, the comparison does suggest that the performance of the neighboring

optimal controller is limited in the presence of large deviations away from the nominal

solution. This is consistent with the NOC theory developed in Section 5.2, which

assumed small variations in the state δx(t) and control δu(t). In the presence of

sufficiently large perturbations in initial conditions, the neighboring optimal control

performance is marginal. Further investigation of the performance and limitations of the

NOC formulation will be considered in Chapter 6.

5.4.3 Neighboring Optimal Control with Inequality Constraints

The equations for applying NOC to a problem with inequality constraints were

discussed in Section 5.2.4. The constraints are adjoined to the augmented cost

functional using the Lagrange multiplier µ(t). The result is a set of two equations:

one set is valid along an unconstrained arc, and the other is valid along the constrained

arc. The difficulty arises at the junction points. Historically, this has been treated as
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a multipoint boundary value problem, which may be solved using a multiple shooting

algorithm that iterates to find the junction points. This feature introduces significant

complexity to the numerical solution using sweep methods [131–133, 136].

Collocation methods result in an entirely different approach. With collocation,

the equations are not swept forward or backward, but solved over the duration of the

trajectory simultaneously. The boundary conditions are accounted for explicitly. As

a result, a simple saturation function is all that is necessary to limit control authority.

The equations in Section 5.2.4 can be used to verify that the resulting trajectory is an

extremal.

In the previous section, the cost functional was specified in such a way to avoid

saturation of the inputs. However, the store separation trajectory can be improved if the

system is allowed to use full control authority when necessary. For the current example,

the elevator deflection will be limited to |δe| ≤ 10 deg. The equations from Section

5.2.4 will be used to verify the stationarity of the resulting trajectory, restated in Equation

(5–104).

When:















C < 0, δµ = 0, δu = −H−1
uu

(

Hux + f
T
u S
)

δx

C = 0, δu = uc − u∗, δµ = −C−T
u

[(

Hux + f
T
u S
)

δx+ Huuδu
]

(5–104)

Specifically, the control is first computed using δu = −H−1
uu

(

Hux + f
T
u S
)

δx. If the

inequality constraint is active (e.g. |u| = |u∗ + δu| > 10 deg), the control is limited to

10 deg and the Lagrange multiplier is δµ = −C−T
u

[(

Hux + f
T
u S
)

δx+ Huuδu
]

. A simple

check to verify δµ ≥ 0 is sufficient to ensure stationarity.

Figure 5-9 shows optimal and neighboring optimal trajectories with the elevator

deflection constrained to |δe| ≤ 10 deg. The initial condition was specified as α(t0) =

1 deg, q(t0) = −50 deg/sec . The cost was specified as Qα = 10 and Rδe = 1, putting

more emphasis on minimizing the angle of attack α(t) at the expense of more control

effort.
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Figure 5-9. Optimal and neighboring optimal trajectories with constrained elevator
deflection.

The constraint multiplier µ(t) for both the optimal and neighboring optimal

trajectories is shown in Figure 5-10. During the constrained arc, the constraint

multiplier is positive, indicating that a reduction in cost could only be accomplished

by violating the constraint. During, the unconstrained arc, the constraint multiplier is zero

to numerical precision, indicating the constraint is inactive. Note that the optimal and

neighboring optimal constraint multipliers agree quite well for the same initial conditions,

as expected.

Figure 5-11 shows a series of optimal and neighboring optimal trajectories for

varying initial pitch rate. The reference trajectory was computed using an initial pitch

rate of q(t0) = −50 deg/sec . The remaining two optimal trajectories were computed for

increasingly negative values of initial pitch rate. The neighboring optimal trajectories,

computing using the first trajectory as a reference, agree quite well with the true optimal

trajectories.
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Figure 5-10. Constraint multiplier for optimal and neighboring optimal trajectories with
constrained elevator deflection.
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Figure 5-11. Optimal and neighboring optimal trajectories with constrained elevator
deflection for varying initial pitch rate.

Figure 5-12 shows the constraint multipliers for the extremal trajectories shown in

Figure 5-11. The positive value of the multiplier during the constrained arc indicates

stationarity.
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Figure 5-12. Constraint multiplier for optimal and neighboring optimal trajectories with
constrained elevator deflection for varying initial pitch rate.

The results above indicate that the neighboring optimal controller adequately

represents the optimal performance of the system even in the presence of constraints.

However, constraints are inherently nonlinear the results are not always so exemplary.

Figure 5-13 shows a series of optimal and neighboring optimal trajectories with varying

initial pitch rate q(t0), with increasingly smaller initial values.

The reference optimal trajectory for q(t0) = −50 deg/sec is identical to the trajectory

shown previously in Figure 5-10. However, the agreement between the subsequent

optimal and neighboring optimal trajectories is substantially different. The neighboring

optimal controller is designed to minimize the angle of attack α(t) by using maximum

control effort to counteract a significant nose down pitch rate near carriage. When the

initial pitch rate is substantially reduced, the optimal trajectory changes dramatically

resulting in large variations that degrade the accuracy of the neighboring optimal

controller. Fortunately, the neighboring optimal controller is still stable and convergent

and again biased toward an increased safety margin by driving the store nose down,
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Figure 5-13. Optimal and neighboring optimal trajectories with constrained elevator
deflection for varying initial pitch rate.

accelerating the store away from the aircraft, albeit at a higher cost than the true optimal

solution.

Finally, Figure 5-14 shows an example with extremely adverse initial conditions.

The reference optimal trajectory is the same as previous examples for α(t0) = 1 deg

and q(t0) = −50 deg/sec . The perturbed initial conditions are α(t0) = 0 deg and

q(t0) = 50 deg/sec . Physically, these initial conditions are equivalent to a gravity release

(zero ejection velocity) with an initial nose up pitch rate, a potentially dangerous situation

that may lead to the store flying back toward the aircraft. Therefore, this example is a

“stress case” for the neighboring optimal controller.

Although there is a substantial difference between the optimal and neighboring

optimal solutions for the perturbed initial conditions, the neighboring optimal controller

performs quite well under these adverse conditions. The nose-up pitch rate is immediately

arrested using maximum control effort. The neighboring extremal plunges much further
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Figure 5-14. Optimal and neighboring optimal trajectories with constrained elevator
deflection for extremely adverse initial conditions.

nose down than necessary, but still achieves an increasing safety margin in comparison

with the optimal trajectory.

The above discussion can be summarized as follows. For the simple quasi-linear

aerodynamic model considered in this case, neighboring optimal control in the presence

of constraints adequately represents the true optimal performance when the constraints

do not cause large disparity between the optimal and neighboring optimal solutions.

However, even in the most adverse conditions considered, the neighboring optimal

controller performed well, resulting in a safe and acceptable trajectory.

5.4.4 Neighboring Optimal Control with Terminal Cost

In all examples considered to this point, the terminal cost has been neglected,

Sf = 0. The terminal cost can be used to achieve a desired terminal condition, focusing

the control effort near the end of the trajectory. Figure 5-15 shows a reference optimal

trajectory and a series of neighboring optimal trajectories for varying initial pitch rate.

The Lagrange cost was specified as Qα = 0 and Rδe = 10, which limits control effort
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during the trajectory. The end point cost, or Mayer cost, was specified as Sfα = 10 to

emphasize a minimal angle of attack at t = tf .
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Figure 5-15. Optimal and neighboring optimal trajectories with terminal cost.

The solution S(t) to the Riccati equation and the corresponding feedback gains

K(t) = −R−1fTu S(t) are shown in Figure 5-16. The Riccati gains are reduced to

1/100th of the initial values during the mid section of the trajectory, commensurate with

Q = 0. The gains that affect α(tf ) are increased near the end of the trajectory in order to

minimize the end point cost.

Referring back to Figure 5-15, note the terminal condition α(tf ) ≈ 0 comes at the

expense of a large variation in the terminal pitch rate −150 < q(tf ) < 150 deg/sec . As

a result, the store is far from a trimmed flight condition at t = tf and additional control

would be necessary to capture the pitch rate. From this perspective, a non-zero cost on

α(t), such as 1 ≤ Qα ≤ 10, is preferable.
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Figure 5-16. Solution to Riccati equation and feedback gains for neighboring optimal
trajectories with terminal cost.

Finally, Figure 5-20 shows a series of neighboring trajectories for varying initial pitch

rate with both Lagrange cost, Qα = 1 and Rδe = 10, and Mayer cost, Sfα = Sfq = 1.

The trajectories terminate near a trimmed flight condition with α(tf ) and q(tf ) near zero

without excessive control effort. If more emphasis on α(t) is desired, a high weight on

Qα can be selected. In this case, the terminal conditions are very near zero and the end

point cost can be omitted.

5.4.5 Neighboring Optimal Control with Terminal Constraints

The results with terminal cost from Section 5.4.4 can be extended to the case with

terminal constraints. The solution is more involved, given the requirement of solving two

additional matrix differential equations.

Figure 5-18 shows an optimal trajectory and several neighboring trajectories for

varying initial pitch rate. In this case, the end point constraint was selected such that

α(tf ) = 0 and q(tf ) = 0.
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Figure 5-17. Optimal and neighboring optimal trajectories with cumulative and terminal
cost.
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Figure 5-18. Optimal and neighboring optimal trajectories with terminal constraints.
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It is clear that the trajectories converge to α(tf ) = 0 and q(tf ) = 0 as desired.

However, terminal constraints result in infinite gains near the end point, as suggested in

Figure 5-18 by the sharp drop in elevator deflection at t = tf .

The solution to the matrix differential equations are shown in Figure 5-19. The

matrix Q(t) converges to zero at t = tf , giving rise to the infinite gains through the

inverse Q−1(tf ). This is clearly an undesirable characteristic and of limited utility for

store separation.
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Figure 5-19. Solution to differential equations for neighboring optimal trajectories with
terminal constraints.

Terminal constraints may be practically useful or absolutely necessary for some

systems. For store separation, it is desirable to be near a trimmed flight condition at

t = tf , but it is not required to be at an exact flight condition. Given the additional

complexity of infinite gains arising from terminal constraints, the end point cost is

preferred over the end point constraint approach.
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5.4.6 Infinite Horizon Neighboring Optimal Control

The previous sections considered neighboring optimal control with cumulative cost,

end point cost, inequality constraints, and end point constraints. In each case, the HBVP

is the same; the costs and constraints affect primarily the boundary conditions and the

neighboring optimal differential equations. In all cases, the neighboring optimal feedback

gains are time varying, but the gains change dramatically based on the boundary

conditions.

In this section, the performance of the controller is extended beyond the final time

t = tf used to solve the HBVP. In particular, the open loop optimal control problem

is solved over the interval t ∈ [t0, tf ] = [0, 1], but the neighboring optimal feedback

controller is used to control the system well beyond the open loop horizon. By judicious

specification of the terminal cost, the boundary conditions are specified such that

the neighboring optimal controller continues to respond to disturbances in an optimal

manner indefinitely, i.e. over an infinite horizon.

This approach, herein referred to as infinite horizon neighboring optimal control

(IHNOC), has significant practical value for transitional systems in general and store

separation in particular. IHNOC is used to guide the store through a nonlinear flight

regime to a trimmed flight condition. As the store approaches a trimmed flight condition,

the controller converges to a linear time-invariant controller. The time-invariant controller,

mathematically equivalent to a linear quadratic regulator, can be used to hold the store

in a trimmed flight condition until transition to the mission autopilot is complete. This

is clearly a desirable characteristic for many systems that exhibit nonlinearities. To

the author’s knowledge, this novel application of NOC to a system with transitional

nonlinearities has not been documented elsewhere.

Figure 5-20 shows a series of optimal and neighboring optimal trajectories for

varying initial pitch rate q(t0) = 0 ± 50 deg/sec . The neighboring optimal trajectories are

determined using a reference trajectory with q(t0) = 0 deg/sec . The agreement between
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the optimal and neighboring optimal trajectories is good, despite the large variation in

q(t0) and the control inequality constraints.
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Figure 5-20. Optimal and neighboring optimal trajectories for varying initial pitch rate.

The extremal trajectories in Figure 5-20 are determined using a Lagrange cost of

Qα = Rδe = 10. The Mayer cost was specified as the positive definite solution of the

algebraic Riccati equation (5–105), with the constant matrices F and G determined by

Equation (5–106). The resulting Riccati solution and control gains are shown in Figure

5-21.

0 =− Sf F − FTSf + SfGR−1GTSf −Q (5–105)

F = lim
t→tf
fx(t), G = lim

t→tf
fu(t) (5–106)

The time-varying structure of the control gains is evident from Figure 5-21. The

gains begin at a maximum value at the initial time when the store is nearest the
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Figure 5-21. Solution to Riccati equation and feedback gains for neighboring optimal
trajectories.

aircraft and converge rapidly to constant values as the aerodynamic nonlinearities

become insignificant. The Riccati solution S(t) and control gains K(t) are constant after

0.9 sec , indicating the store is sufficiently far away from the aircraft that the aerodynamic

interference is negligible.

Extension of IHNOC beyond tf = 1 is trivial. The reference state x∗, reference

control u∗ and feedback gains K(t) are held constant at the terminal values for as long

as the controller is active. Figure 5-22 shows the resulting series of trajectories. Note

that the optimal trajectory is terminated at t = tf , but the extremal trajectories continue

smoothly to t = 2. All five simulations converge to the same trimmed flight condition,

despite the large variations in initial conditions.

For comparison, Figure 5-23 shows a series of neighboring trajectories. The

extremal trajectories are determined using a Lagrange cost of Qα = Qq = 1 and

Rδe = 10, putting more emphasis on minimizing the pitch rate q(t). The results are

203



www.manaraa.com

0 0.5 1 1.5 2
−6

−4

−2

0

2

4

A
ng

le
 o

f A
tta

ck
 (

de
g)

time (sec)
0 0.5 1 1.5 2

−50

0

50

P
itc

h 
R

at
e 

(d
eg

/s
ec

)

time (sec)

 

 

Optimal
Neighboring Optimal

0 0.5 1 1.5 2
−10

−8

−6

−4

−2

0

2

4

E
le

va
to

r 
D

ef
l (

de
g)

time (sec)
0 0.5 1 1.5 2

−2

−1.5

−1

−0.5

0

0.5

1

P
itc

hi
ng

 M
om

en
t

time (sec)

Figure 5-22. Optimal and neighboring optimal trajectories for varying initial pitch rate,
extended beyond t = tf .

consistent with the previous example. However, due to the additional cost placed on

q(t), the angle of attack α(t) is more dispersed at t = tf and does converge until

t = 2 sec . The results show how infinite horizon neighboring optimal control continues to

operate in an optimal manner beyond the original finite horizon.

Finally, Figure 5-24 shows a series of neighboring trajectories with Qα = Rδe = 10

and Qq = 0. The initial conditions include variation in pitch rate q(t0) = −50±50 deg/sec

and angle of attack α(t0) = 2 ± 2 deg. The neighboring extremals are determined using

the optimal trajectory with α(t0) = 2 deg and q(t0) = −50 deg/sec as a reference

trajectory. The results are again favorable, demonstrating convergence to a trimmed

flight condition for a wide range of initial conditions.
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Figure 5-23. Optimal and neighboring optimal trajectories for varying initial pitch rate,
with additional cost on q(t).

5.4.6.1 Response to flow field disturbances

Neighboring optimal control is designed to correct for perturbations in the initial

conditions δx(t0). However, since any time is a valid “initial” time, NOC can also be used

to correct for disturbances that happen along the optimal path. For store separation,

turbulent air near the aircraft is of particular concern.

The study of aerodynamic turbulence is no small matter and a thorough analysis of

turbulent effects on store separation is beyond the scope of this investigation. Rather,

a more direct approach will be considered to demonstrate the performance of the

controller in the presence of random disturbances.

The presence of random disturbances also changes the nature of the dynamic

system from a deterministic system to a stochastic system. Methods for addressing

optimal control in the presence of random disturbances are the subject of much
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Figure 5-24. Optimal and neighboring optimal trajectories for varying initial pitch rate
and initial angle of attack.

research [111, 113, 116]. For a linear time-varying stochastic system, a linear quadratic

gaussian (LQG) controller may be utilized [113]. The LQG essentially combines a

Kalman filter for state estimation and a LQR for control. Although such an approach

would be a natural extension to this investigation, this is beyond the scope of the present

work. This remains an area for continued research in store separation.

Figure 5-25 shows a snapshot of the longitudinal aerodynamic coefficients derived

from store separation flight test 2265 (Mach 0.9 / 450 KCAS). The left most subfigures

show the estimated aerodynamic coefficient based on inertial measurements, as well

as a “smoothed” estimate. The smoothed estimate was determined using a 51-point

moving average. The residuals for the three aerodynamic coefficients are shown on

the right side of Figure 5-25. These residuals are assumed to include effects from

aerodynamic turbulence, sensor noise, and structural vibration. No attempt will be made
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to separate the effect of each source. Rather, the residuals will be used to introduce

disturbances into the system, representative of the disturbances encountered in flight.
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Figure 5-25. Aerodynamic coefficients estimated from flight test data.

Figure 5-26 shows an optimal trajectory and neighboring optimal control in the

presence of random disturbances. The effect of the random disturbance is evident in the

normal force and pitching moment coefficients. The inertia of the system acts as a low

pass filter to mitigate the turbulent effects and the control system performs well amidst

the random disturbances.

Figure 5-27 shows a series of neighboring trajectories with increasing values of

turbulence. The trajectories were determined with the same turbulence signal amplified
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Figure 5-26. Optimal and neighboring optimal trajectories with random disturbances
representative of aerodynamic turbulence.

by one, three, and five times the original magnitude. Again, the turbulence is “averaged

out” by the inertia of the store and the controller performs well in all three cases.

The random disturbances introduced in Figure 5-25 are not completely stationary

signals. It is clear from careful inspection of the plot that the magnitude of the random

disturbances is larger near the beginning of the signal, perhaps due to ejection-induced

structural vibrations. Even so, the high frequency of the disturbances results in the

effect being averaged out by the inertia of the store. To further stress the controller, it

is necessary to consider a non-stationary random disturbance with a low frequency

component.

Consider the non-stationary signal shown in Figure 5-28. The pitching moment

increment is a composition of the original random turbulence signal plus a deterministic
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Figure 5-27. Optimal and neighboring optimal trajectories with amplified random
disturbances representative of aerodynamic turbulence.

effect due to a hypothetical vertical wind gust given by f (t) = Ae−3t sin(2πt) with A = 1.

Figure 5-29 shows the neighboring optimal controller performance in the presence

of non-stationary random disturbances, representative of turbulent wind gusts. The

trajectories were determined using f (t) = Ae−3t sin(2πt) with A = −2,−1, 1, 2, to

represent a range of severe vertical gusts. It should be noted that the deterministic

disturbance is analogous to an unknown change in system parameters and the

neighboring optimal trajectory no longer minimizes the original cost function. Even

so, the near-optimal controller performs satisfactorily in the presence of non-stationary

random disturbances.

Consideration of the magnitude of the disturbance is warranted to further appreciate

the results. The pitching moment sensitivity to angle of attack for this example is given in

Table (4-1) as Cmα
= −4.05 rad−1. Thus, a unit change in pitching moment ∆Cm = ±1

corresponds to a change in angle of attack ∆α = ±14 deg. For the current example, the

freestream velocity is 450 KCAS . A change in angle of attack by ∆α = ±14 deg would

209



www.manaraa.com

0 0.5 1 1.5 2
−1

−0.5

0

0.5

1

1.5

Time (sec)

P
itc

hi
ng

 M
om

en
t I

nc
re

m
en

t, 
∆C

m

 

 

Non−Stationary Turbulence

f(t)=Ae−3tsin(2πt)

Figure 5-28. Non-stationary signal representative of a turbulent wind gust effect on
pitching moment.
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Figure 5-29. Optimal and neighboring optimal trajectories with amplified turbulent wind
gusts.
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require a vertical wind gust of approximately ±110 KCAS . Considering these rough

estimates, the magnitude of a vertical gust to produce ∆Cm = ±1 is substantial. The

maximum elevator deflection of δe = ±10 deg represents a pitching moment change of

∆Cm = ±1.5, so the vertical gust considered here is on par with the full control authority

of the store. Even so, the controller adequately captures the store motion and safely

guides the store away from the aircraft.

The above discussion is not intended to be formal or comprehensive in nature.

Rather, it is a “quick look” at the performance that can be expected by NOC in the

presence of non-stationary random disturbances, such as aerodynamic turbulence. The

reader is cautioned that this is a dramatically simplified investigation and conclusions

beyond the scope of this example are not warranted.

5.4.6.2 Response to parameter variations

In Section 5.2.5 it was shown that NOC can be used to provide optimal feedback

control in the presence of small constant parameter variations, provided the parameter

variation is known or can be estimated. However, when the parameter variation is

unknown, the control is necessarily sub-optimal.

The performance of the near-optimal controller for the ongoing example is

considered here. The parameter that typically has the most significant effect on the store

separation trajectory is the longitudinal center of gravity, xCG . The mass properties of

every individual store are unique, subject to variations within manufacturing tolerances.

Therefore, it is important to consider variations in mass properties, especially in xCG , to

determine if the range of possible store trajectories is safe and acceptable.

The location of the store longitudinal center of gravity relative to the aerodynamic

center is known to determine the aerodynamic stability. In fact, if the xCG is too far aft,

the store will become inherently unstable. For the example store, this occurs when the

xCG is shifted by approximately ten inches, ∆xCG = 10 inches. Figure 5-30 shows a series

of unguided (jettison) trajectories for the center of gravity −10 ≤ ∆xCG ≤ 10 at 5 inch
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increments. The uncontrolled trajectory with ∆xCG = −10 inches is clearly unstable and

quickly departs from stable flight, as evidenced by the excessive angle of attack α(t)

and pitch rate q(t).
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Figure 5-30. Unguided trajectories with parameter variations.

Figure 5-31 shows trajectories using the same range of mass properties with NOC,

based on the nominal trajectory with ∆xCG = 0. The results are substantially different.

Even for an inherently unstable store with ∆xCG = −10 inches, the near-optimal controller

drives the store to a trimmed flight condition and safely guides the store away from the

aircraft. All five of the trajectories converge to a similar trimmed flight condition and

exhibit safe and acceptable separation characteristics. These five guided trajectories are

a marked improvement over even the best case unguided trajectories.

Further improvement of the separation characteristics (e.g. a reduction in the

total cost) could be attained if the constant parameter is measured a priori or if the
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Figure 5-31. Guided trajectories with parameter variations.

parameter is estimated during flight. This is a valid approach for store separation.

However, the number of unknown parameters for a realistic system may be exceedingly

large and difficult to estimate over the short duration of interest. Furthermore, many of

the identified parameters may be time-varying, further complicating the identification

procedure. As a result, the neighboring optimal controller is considered “near optimal” in

the presence of small unknown parameter variations. However, the above example

indicates that even for large parameter variations with off-nominal performance,

the neighboring optimal controller may perform adequately, resulting in stable and

convergent behavior even for an inherently unstable system. This cursory look at the

performance of NOC in the presence of significant parameter variations is promising,

but again the reader is cautioned that this is a dramatically simplified investigation and

conclusions beyond the scope of this example are not warranted. Further consideration

for a realistic case study with parameter variations will be taken up in Chapter 6.
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5.5 Chapter Summary

The application of optimal control theory to store separation provides a framework

for determining a best case guided trajectory for a store traversing a nonlinear spatially

variant flow field. However, the extremal solution is dependent on the specified

parameters and initial conditions, and a change in parameters or initial conditions

requires the computation of a new extremal solution. The computational burden

prohibits the implementation of a real-time optimal controller, rendering an open-loop

control strategy. In order to respond to the inevitable variations in initial conditions and

system parameters, as well as disturbances along the optimal path, feedback control is

necessary. Closed-loop full state feedback control can be accomplished readily using

neighboring optimal control.

Neighboring optimal control considers a dynamic model linearized along the

optimal path and can be used to minimize the original cost functional to second order.

The NOC problem is initially constructed to accommodate perturbations in initial

conditions. However, since any time along the extremal trajectory is a valid start time,

the neighboring optimal controller naturally accounts for disturbances along the optimal

path. NOC can also be extended to provide linear-optimal control for systems with

perturbed constant parameters, provided the parameters are known a priori or can

be estimated during operation. For systems with unknown parameter variations, NOC

affords near-optimal control, provided the parameter variations are small. NOC can

also be extended to include problems with path/control constraints and terminal cost or

constraints. Finally, NOC is commensurate with the solution to the accessory minimum

problem (AMP), and the existence of a neighboring optimal solution provides a sufficient

condition for demonstrating the optimality of a candidate extremal solution. Thus, NOC

is a comprehensive framework for determining a linear time variant feedback control law

when a nominal extremal trajectory is known.
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Neighboring optimal control is especially well suited for store separation. The

transitional nonlinearities due to the spatially variant flow field surrounding the

aircraft become negligible as the distance between the store and aircraft becomes

large. Judicious selection of the boundary conditions and cost functional leads to

a linear-optimal controller that converges to a time invariant controller in far field

conditions, referred to as infinite horizon neighboring optimal control (IHNOC). IHNOC is

ideally suited for store separation and provides a linear time variant feedback controller

that guides the store away from the aircraft and converges to a time invariant linear

quadratic regulator. IHNOC acts as a transitional autopilot and may be used to hold

the store in a trimmed flight condition indefinitely, e.g. over an infinite horizon. The

result is a compact easily-implemented controller that significantly improves separation

characteristics in comparison to an unguided trajectory.

The robustness of the controller was informally demonstrated by application to

a variety of challenging scenarios including extreme initial conditions, non-stationary

random perturbations representative of aerodynamic turbulence, and large parameter

variations. For large deviations from the nominal trajectory, the IHNOC trajectory is

substantially different from the true optimal trajectory. However, the neighboring optimal

controller performed adequately under even the most extreme cases considered,

including stabilization of an otherwise unstable store. This performance analysis was far

from comprehensive, but the results are nevertheless promising and further investigation

is warranted.

All of the examples considered in this chapter were restricted to a store confined

to the vertical plane during separation. As a result, the equations of motion and

aerodynamic model were considerably simplified. However, the theory developed

herein is equally applicable to a full nonlinear six degree of freedom problem with an

arbitrarily complex aerodynamic model, provided the aerodynamic and control gradients

can be estimated.
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CHAPTER 6
GUIDED STORE SEPARATION

6.1 Overview

The primary objective of this study is to develop a comprehensive approach to

improve the separation characteristics of modern ejector-launched guided munitions

by utilizing a separation autopilot to guide the store along a preferred trajectory. This

investigation is intended to show the significant increase in safety and acceptability

that can be achieved through guided store separation with minimal addition in cost and

complexity of the guidance and control system.

Development of a guidance and control system for store separation includes

(1) identification of a parametric model for the spatially variant aerodynamics, (2)

determination of a “best case” trajectory that meets safety and acceptability criteria,

and (3) design of an effective feedback controller to account for model uncertainties and

operating disturbances. In this research, the parametric model is identified using system

identification, the “best case” trajectory is determined using optimal control theory, and

the feedback control system is designed using neighboring optimal control; see Figure

6-1. The result is a compact store separation autopilot that explicitly takes into account

the spatially variant aerodynamics and leverages the aerodynamic interaction between

the aircraft and store to dramatically improve separation characteristics.

System 
Identification

Trajectory 
Optimization

Feedback
Control

Guided Store Separation

Figure 6-1. Relationship between system identification, trajectory optimization, and
feedback control to applied for guided store separation.

System identification, trajectory optimization and feedback control have been

examined in detail in Chapters 3, 4, and 5. In each chapter, the theory was developed
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in general and applied to store separation in particular, followed by numerical examples

to clearly illustrate the application. For instructive clarity, the optimal control examples

were limited to consideration of store motion confined to a vertical plane, resulting in

a simplified three degree-of-freedom (3DOF) system. In this chapter, the same theory

is applied to a full nonlinear six degree-of-freedom (6DOF) store separation analysis.

In the same way that earlier chapters were primarily focused on theory, this chapter is

primarily focused on application. As a result, mathematical development is sparse and

quantitative results are prevalent.

The intent of this chapter is to show the general applicability and readiness of the

theory developed in previous chapters. Section 6.2.1 illustrates the application of optimal

control theory to determine a preferred separation trajectory that optimizes safety

and acceptability criteria using a quadratic cost function. Section 6.2.2 illustrates the

application of Neighboring Optimal Control (NOC) to design a linear-optimal feedback

controller for store separation. In particular, Infinite Horizon Neighboring Optimal

Control (IHNOC) is used to design a control system that accounts for the spatially

variant aerodynamics near the aircraft and converges to a time-invariant linear quadratic

regulator in far field conditions. Using this approach, the store separation autopilot may

be used to safely and effectively transfer the store from release to stable trimmed flight

in an optimal manner. These results rely completely on the parametric model developed

in Chapter 3; see Section 3.3. In Section 6.3, the IHNOC controller determined using

the parametric model is applied to a full nonlinear conventional 6DOF simulation

representative of flight test. The store separation autopilot is tested for a wide range of

initial conditions and physical parameters with promising results.

6.2 Trajectory Optimization

Trajectory optimization is the process of determining control and state histories for

a dynamic system in order to minimize (or maximize) a cost function (or measure of

performance) while satisfying prescribed boundary conditions and/or path constraints
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[87]. The dynamic system is generally modeled in the time domain using a state space

representation. The measure of performance represents a metric or combination of

metrics (e.g. time, energy, control effort, deviation from a desired operating condition,

etc.) that quantify the desired performance of the system. The boundary conditions

include limitations on the initial and/or final state of the dynamic system, as well as limits

on the control (e.g. actuator limits, control saturation). Path (or state) constraints are

used to exclude trajectories that violate a predetermined range or type of undesirable

motion. Each of these components are stated with mathematical precision and

combined to create an optimal control problem.

6.2.1 Optimal Control

The objective of an optimal control problem is to determine an admissible control

input that minimizes (or maximizes) the desired cost function (or performance index)

subject to the specified boundary conditions and dynamic constraints. The solution

using an indirect method is based on the calculus of variations. Ordinary calculus is

predominantly concerned with the calculus of functions, characterized by the differential

operator. Comparatively, the calculus of variations is concerned with the calculus of

functionals, characterized by the variational operator. The calculus of variations can be

used to derive the classical 1st order optimality conditions, as shown in Section 4.2.1.

The optimal control problem statement and optimality conditions are included here for

completeness.

6.2.1.1 Problem statement

The objective of an optimal control problem in Bolza form is to minimize a cost

functional given by Equation (6–1), subject to dynamic constraints given by Equation

(6–2), path and control inequality constraints given by (6–3), and terminal constraints

given by Equation (6–4). For brevity, it is assumed that the initial conditions, x(t0), and

final time, tf , are specified.
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J = φ
(

x(tf )
)

+

tf
∫

t0

L
(

x(t), u(t)
)

dt (6–1)

ẋ(t) = f
(

x(t), u(t)
)

(6–2)

C
(

x(t), u(t)
)

≤ 0 (6–3)

ψ
(

x(tf )
)

= 0 (6–4)

Application of optimal control to store separation is straight forward. A quadratic

cost functional, given by Equation (6–5) is sufficient for this investigation, where Q is a

constant positive semi-definite matrix Q ≥ 0 and R is a constant positive definite matrix

R > 0.

J =
1

2
x(tf )

TSf x(tf ) +
1

2

tf
∫

t0

(

xTQx+ uTRu
)

dt (6–5)

The weighting matrices Q and R are chosen by the user to influence the magnitude

of the state and control vector, respectively. The scalar parameters Qα, Qβ, Qq, etc.

are the elements of Q along the diagonal and may be used to influence the particular

state variable of interest. The same is true for the diagonal components of R: Rδa , Rδe ,

Rδr , which influence the aileron, elevator, and rudder inputs respectively. Non-diagnonal

terms for Q and R are not considered in this study. Finally, the matrix Sf ≥ 0 is specified

by the user to achieve satisfactory terminal conditions.

Using the quadratic cost functional, the 1st order optimality conditions without

terminal constraints are stated in Equations (6–6) through (6–8), where the subscript

notation implies partial differentiation (e.g. fx = ∂f/∂x).

ẋ(t) = f (x(t), u(t)) , x(t0) specified (6–6)

λ̇(t) = −Qx(t)− fTx (t)λ(t), λ(tf ) = Sf x(tf ) (6–7)

u(t) = −R−1fTu (t)λ(t) (6–8)
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These equations represent a boundary value problem that must be solved

numerically, provided the system ẋ = f (x, u) can be described analytically. For store

separation, the equations of motion are documented in Chapter 2 and the aerodynamic

model is based on the parametric model developed in Chapter 3. Explicit derivation of

the 1st order optimality equations for the full 6DOF store separation problem involves

a lot of algebraic manipulation, and is best accomplished using computer software,

such as the Matlab Symbolic Math Toolbox R©. The resulting equations are lengthy,

but easily built into a subroutine for use with a numerical BVP solver. The numerical

solutions presented here are based on the Matlab R© program bvp4c, which implements

a three-stage Lobatto Illa collocation formula. Further discussion of the numerical

methods used in this study are provided in Section 4.2.5.

6.2.1.2 Optimal trajectory

Figure 6-2 shows an optimal trajectory at a subsonic flight condition. The flight

conditions are specified to be consistent with store separation flight test 2265 (Mach

0.9 / 550 KCAS / 4800 ft). The initial conditions, x(t = 0), are taken from the flight

test inertial measurements at end-of-stroke and are therefore consistent with an actual

flight test event. The user specified weighting matrices were chosen to minimize the

magnitude of the angular rates. In particular, Qα = Qβ = 0, Qp = Qq = Qr = 10 and

Rδa = Rδe = Rδr = 50. Emphasis is on reducing the angular rates p, q and r without

undue control effort. The terminal cost is zero, Sf = 0.

The results shown in Figure 6-2 indicate that the optimal control quickly captures

the angular rates and drives the store to a stationary attitude. Note that the specific

values of the Euler angles ψ, θ, φ are not of particular concern; only the rates p, q, r are

included in the cost function. Also note that the angle of attack continues to increase

steadily. Since the pitch attitude θ is held constant as a result of minimizing |q|, the

angle of attack is continually increased as the store vertical velocity increases due to the

acceleration of gravity.
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Figure 6-2. Optimal trajectory for rate capture. Initial conditions and flight conditions are
based on flight test 2265 (Mach 0.9 / 550 KCAS / 4800 ft).

Figure 6-3 shows an optimal trajectory with an emphasis on angle of attack α

and the angle of sideslip β. The flight conditions and initial conditions are identical

to those shown in Figure 6-2. In this case, the cost was chosen to minimize α and

β without excessive control effort. In particular, Qα = Qβ = 100, Qq = Qr = 0

and Rδa = Rδe = Rδr = 50. The terminal cost is specified as Sfα = Sfr = 10 to

achieve a desirable end point. The pitch and yaw rates are damped due to the kinematic

correlation with α and β, but the roll rate coupling is minimal for this axisymmetric store

and the roll rate must be damped explicitly. Choosing a cost with Qp = 10 provides

effective roll rate damping.

The results in Figure 6-3 show an improvement in the angle of attack and angle of

sideslip profile while still providing excellent rate capture performance. The specified

cost requires that the incidence angles α and β are kept near the origin, which

necessarily implies low angular rates. Thus, the angle of attack capture explicitly
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Figure 6-3. Optimal trajectory for angle-of-attack capture. Initial conditions and flight
conditions are based on flight test 2265 (Mach 0.9 / 550 KCAS / 4800 ft).

attenuates the incidence angles and implicitly provides rate capture as well. Since angle

of attack has a significant role in assessment of safety and acceptability, the angle of

attack capture is preferred over pure rate capture. Also note that since the angle of

attack is held constant, the pitch angle must continually decrease to compensate for

increasing vertical velocity. As such, the steady state pitch rate is slightly negative and

the store continues to gently “nose over” into the wind.

Solution to the two point HBVP requires specification of the initial conditions for all

twelve state variables. In the figures above, the initial conditions were determined using

flight test telemetry data. However, for an actual flight test the initial conditions are not

known in advance and may be varied from one mission to the next. Determination of the

optimal trajectory requires a new solution for each set of initial conditions, a limitation

that is addressed using neighboring optimal control in the next section. Figure 6-4

shows a series of optimal trajectories for a range of initial pitch rates. The pitch rate is
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varied between q(0) = −7 ± 50 deg/sec . The user specified cost function is selected to

minimize the total angle of attack using the same weighting values as Figure 6-3.
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Figure 6-4. Optimal trajectories for varying initial pitch rate. Flight conditions are based
on flight test 2265 (Mach 0.9 / 550 KCAS / 4800 ft).

The results in Figure 6-4 indicate that the optimal control adequately accounts for

the variation in initial pitch rate and drives the store to a stable trimmed flight condition

in less than 1 second. Note that the variability in the angle of sideslip β and the yaw rate

r are minimal, indicating only a weak aerodynamic and kinematic coupling between the

longitudinal and lateral variables. This is to be expected given the axisymmetric nature

of the store.

Figure 6-5 shows a similar series of optimal trajectories for varying initial yaw rates,

r(0) = 8±50 deg/sec . The optimal control produces a family of trajectories that converge

rapidly to a benign flight condition using acceptable levels of control. Again, the limited

variability of the angle of attack α and pitch rate q is an indicator of weak coupling. It

should be noted that this decoupling effect is a convenient result but not a necessary
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assumption. The same approach using optimal control will also work for a store with

strong aerodynamic and kinematic coupling.
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Figure 6-5. Optimal trajectories for varying initial yaw rate. Flight conditions are based
on flight test 2265 (Mach 0.9 / 550 KCAS / 4800 ft).

All of the preceding plots in this section are based on subsonic flight conditions

consistent with store separation flight test 2265 (Mach 0.9 / 550 KCAS / 4800 ft). Figure

6-6 shows an optimal trajectory for flight test 4535 (Mach 1.2 / 600 KCAS / 18kft).

The supersonic flow field results in a much larger nose-down aerodynamic pitching

moment near carriage. The optimal control uses maximum control authority δe = −10

deg to arrest the pitch rate and angle of attack. The stronger flowfield results in higher

deviations in pitch rate throughout the trajectory. Even in these adverse conditions the

optimal control successfully brings the store to a stable trimmed flight condition within a

1 second time interval. Figure 6-7 shows a series of optimal trajectories for a range of

initial pitch rates q(0) = −22 ± 50 deg/sec and initial yaw rates r(0) = 21 ± 50 deg/sec.
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The results provide further evidence for the effectiveness of the optimal control program

over a range of initial conditions.
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Figure 6-6. Optimal trajectory for angle-of-attack capture. Initial conditions and flight
conditions are based on Flight Test Mission 4535 (Mach 1.2 / 600 KCAS /
18kft).

The results shown in Figures 6-2 through 6-7 represent a significant improvement

over the actual fight test separation characteristics. For comparison, Figure 6-8A

shows the reconstructed flight test trajectory for mission 2265 (Mach 0.9 / 550 KCAS /

4800 ft) with the optimal trajectory determined using the same flight conditions, initial

conditions, and mass properties. Figure 6-8B shows a similar comparison for mission

4535 (Mach 1.2 / 600 KCAS / 18kft). In both cases, the controlled separation is a

dramatic improvement over the flight test trajectory in terms of acceptability margins.

For mission 4535, the maximum angle of attack is reduced from αmax = −20 deg to

αmax = −5 deg. The maximum pitch rate is reduced from qmax = 130 deg/sec to

qmax = 28 deg/sec. Comparison of the optimal trajectories between flight conditions

is also valuable. Whereas the flight test trajectories are dramatically different between
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Figure 6-7. Optimal trajectories for varying initial pitch and yaw rate. Flight conditions
are based on Flight Test Mission 4535 (Mach 1.2 / 600 KCAS / 18kft).

subsonic and supersonic flight conditions, the optimal trajectories are very similar. The

optimal control program not only provides a measurable improvement in safety and

acceptability, but it also reduces the variability in trajectory characteristics between flight

conditions. The uniformity between flight conditions is an advantage for ensuring safe

and acceptable employment across the flight envelope.

6.2.2 Feedback Control

The first order conditions discussed in Section 4.2.1 provide the necessary

conditions for an optimal trajectory. The control is determined based on solution of

the two point Hamiltonian boundary value problem and implicitly assumes perfect

knowledge of the system operating in a disturbance-free environment. However,

deterministic disturbances or variations in the initial conditions, terminal conditions, and

system parameters alter the optimal state and control history, requiring computation of

unique solution for each variation. Stated another way, the optimal control strategy
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Figure 6-8. Comparison of optimal (guided) and flight test (unguided) trajectories for
subsonic and supersonic flight conditions.
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is “open-loop”, meaning the control is specified a priori and fixed regardless of

perturbations that may affect the system during operation. In contrast, a “closed-loop”

control law is more desirable as it accounts for variations in initial conditions and

disturbances along the optimal path. Neighboring optimal control (NOC) provides

a powerful approach for implementing feedback control along an optimal path by

considering linear perturbations along the optimal solution. NOC relies on a locally

linearized dynamic model in combination with a quadratic cost functional derived from

the second variation of the original cost functional. The neighboring optimal solution is

then approximated as the sum of the original optimal trajectory plus the linear-optimal

solution [116].

6.2.2.1 Problem statement

The 1st order necessary conditions for a neighboring extremal without terminal

constraints are given by Equations (6–9) through (6–12), where H = L + λT f is the

Hamiltonian.

δẋ(t) = fxδx+ fuδu (6–9)

δλ̇(t) = −Hxxδx− fTx δλ− Hxuδu (6–10)

0 = Huxδx+ f
T
u δλ+ Huuδu (6–11)

δλT (tf ) = [φxxδx]t=tf (6–12)

The variations δx, δu, and δλ are defined as perturbations along the optimal

trajectory, (x∗(t),λ∗(t), u∗(t)). In particular, δx = x(t) − x∗(t), δu = u(t) − u∗(t), and

δλ = λ(t)− λ∗(t) are the variations in the state, control, and costate respectively.

Equation (6–11) can be used to solve for the control variation explicitly provided

that the matrix inverse H−1
uu exists. The costate δλ can be eliminated from the problem

using a differential Riccati equation. The result is a Neighboring Optimal Feedback

Law that can be used to correct for varying initial conditions or disturbances along

the extremal path. The feedback law with time varying control gains K(t) is given by
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Equations (6–13) and (6–14), where S(t) is the numerical solution to the differential

Riccati equation. The neighboring optimal control structure is shown graphically in

Figure 6-9.

u(t) = u∗(t)− K(t) (x(t)− x∗(t)) (6–13)

K(t) = H−1
uu

(

Hux + f
T
u S
)

(6–14)

Nominal Opt 

Trajectory

x
0
(t),u

0
(t)

NOC

Gains

Dynamic 

System

x(t),u(t)K(t)

u
0
(t)

x
0
(t) Δx(t) x(t)Δu(t) u(t)+

+

+

-

Figure 6-9. Neighboring Optimal Control block diagram.

The neighboring optimal control law can be used to minimize the original cost

function to second order in the presence of varying initial conditions and disturbances

along the optimal path. The NOC controller provides near-optimal corrections for

unknown variations in system parameters, provided the change in parameters is small.

Therefore, NOC provides a compact and viable solution for implementing real-time

optimal control in a realistic environment.

Neighboring optimal control is especially well suited for store separation. Infinite

Horizon NOC (IHNOC) provides a control structure that accounts for the spatially

variant aerodynamics near the aircraft and converges smoothly to a time invariant

controller in far field conditions. Application of IHNOC to store separation for varying

initial conditions, random disturbances, and parameter variations are discussed in

Sections 6.2.2.2 through 6.2.2.5.

6.2.2.2 Neighboring optimal trajectory

Figure 6-10 shows optimal and and neighboring optimal trajectories for flight

conditions consistent with mission 2265 (Mach 0.9 / 550 KCAS / 4800 ft). The cost was
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chosen to minimize the incidence angles without excessive control effort. In particular,

Qα = Qβ = 100, Qq = Qr = 0, Qp = 10 and Rδa = Rδe = Rδr = 50. Also, the end

point cost for the HBVP was specified as Sfα = Sfr = Sfp = 10 to keep the end point

near a trimmed flight condition. The end point of the HBVP becomes the set point for the

neighboring optimal controller. The end point cost for the NOC problem was specified as

the solution to the algebraic Riccati equation, as described in Section 5.3.2. As a result,

the time varying neighboring optimal controller converges smoothly to a time invariant

nonzero set point regulator. The IHNOC policy will continue to hold the store near a

trimmed flight condition until transition to a mission autopilot is complete.
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Figure 6-10. Optimal trajectory and extended neighboring optimal trajectory for mission
2265 (Mach 0.9 / 550 KCAS / 4800 ft).

Figure 6-11 shows the Riccati solution S(t) and control gains for the neighboring

optimal controller K(t) = −R−1fTu S(t). The time variation of the gains for t < 0.8 are

a result of the spatially variant aerodynamics of the store traversing the nonuniform flow

field. The gains rapidly converge to constant values beyond t = 0.8 (about 23 ft below

the aircraft), indicating the aircraft flow field effect is no longer significant.
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Figure 6-11. Time varying feedback control gains and Riccati solution for Mission 2265
(Mach 0.9 / 550 KCAS / 4800 ft).

Figure 6-12 shows similar trajectories for supersonic flight conditions consistent with

flight test 4535 (Mach 1.2 / 600 KCAS / 18kft). Again, the cost was chosen to minimize

the total aerodynamic angle of attack, which indirectly provides a rate capture effect as

well. In particular, Qα = Qβ = 200; all other weighting factors are unchanged from the

previous example. The supersonic flow field surrounding the aircraft induces a strong

nose-down pitching moment on the store, resulting in a negative angle of attack and

pitch angle, despite the maximum elevator deflection for t < 0.20 sec. However, the

control quickly overcomes the adverse flow field condition and drives the store to a

trimmed flight condition within a 1 sec time interval. The neighboring optimal controller

emulates the optimal trajectory and may be used to maintain the store near the set point

indefinitely.

The Riccati solution S(t) and control gains K(t) for mission 4535 are shown in

Figure 6-13. Again, the time variation of the gains near carriage is evident, followed

by convergence to stationary values. However, in contrast to Figure 6-11, the gains
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Figure 6-12. Optimal trajectory and extended neighboring optimal trajectory for mission
4535 (Mach 1.2 / 600 KCAS / 18kft).

K(t) are not monotonically decreasing. The supersonic flow field is considerably more

complex than the subsonic equivalent, resulting in a more dynamic control schedule.

The gains converge to approximately constant values at about t = 0.9 sec, which for

this example corresponds to about 30 ft below the aircraft. The IHNOC strategy adapts

well to the more rigorous flow field and provides a framework that works similarly at both

adverse and benign flight conditions.

6.2.2.3 Response to varying initial conditions

In order to solve the nonlinear HBVP discussed in Section 6.2.1.2, the initial

conditions must be specified a priori. This a significant limitation for implementing

optimal control for store separation, since the initial conditions will in general be different

for each release. However, if the HBVP is solved for a nominal set of initial conditions,

neighboring optimal control can be used to provide linear-optimal correction for varying

initial conditions, provided the perturbed initial conditions are not too far from the
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Figure 6-13. Time varying feedback control gains and Riccati solution for mission 4535
(Mach 1.2 / 600 KCAS / 18kft).

nominal values. For the simulations considered in this study, NOC performs quite well

even when the perturbations are large; see Section 5.4.2.

Figure 6-14 shows an optimal trajectory and family of neighboring optimal

trajectories with varying initial conditions for subsonic flight conditions consistent

with mission 2265 (Mach 0.9 / 550 KCAS / 4800 ft). The neighboring optimal solutions

were determined using a feedback control simulation with control gains shown in 6-11.

The initial conditions include variations in pitch rate q(0) = −7 ± 50 deg/sec and yaw

rate r(0) = 8 ± 50 deg/sec. The nominal initial conditions are based on reconstructed

flight test data from mission 2265. The cost function is the same as the example shown

in Section 6.2.2.2.

The results shown in Figure 6-14 indicate that the neighboring optimal controller

adequately captures the angular rates and incidence angles, despite the large variation

in initial pitch and yaw rates. All five trajectories converge to the same trimmed flight
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Figure 6-14. Optimal and neighboring optimal trajectories with varying initial rates for
mission 2265 (Mach 0.9 / 550 KCAS / 4800 ft).

condition, a feature that is clearly an advantage for ensuring safe and acceptable

separation in the presence of initial perturbations.

Figure 6-15 shows a similar series of trajectories for varying initial incidence angles

with α(0) = −1.5 ± 2 deg and β(0) = −0.2 ± 2 deg. The neighboring optimal controller

continues to perform well in the presence of varying initial conditions.

Figure 6-16 shows a family of neighboring optimal trajectories with varying initial

conditions for a supersonic flight condition consistent with mission 4535 (Mach 1.2

/ 600 KCAS / 18kft). The initial angular rates are varied ±50 deg/sec and the initial

incidence angles are varied ±2 deg. In all five cases the neighboring optimal controller

performs well and drives the store to a trimmed flight condition despite the large initial

perturbations.
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Figure 6-15. Optimal and neighboring optimal trajectories with varying initial incidence
angles for mission 2265 (Mach 0.9 / 550 KCAS / 4800 ft).

6.2.2.4 Response to random disturbances

Neighboring optimal control is designed to correct for perturbations in the initial

conditions. Since any time is a valid “initial” time, NOC can also be used to correct for

disturbances along the optimal path. For store separation, turbulent air near the aircraft

is of particular concern.

The study of aerodynamic turbulence is no small matter and a thorough analysis of

turbulent effects on store separation is beyond the scope of this investigation. Rather,

a more direct approach will be considered to demonstrate the performance of the

controller in the presence of random disturbances.

Figure 6-17 shows the aerodynamic coefficients estimated from flight test telemetry

data for mission 2265 (Mach 0.9 / 550 KCAS / 4800 ft). The smoothed estimate was

determined using a 51-point moving average. The residuals between the estimated and

smoothed signals are assumed to include effects from aerodynamic turbulence, sensor
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Figure 6-16. Optimal and neighboring optimal trajectories with varying initial conditions
for mission 4535 (Mach 1.2 / 600 KCAS / 18kft).

noise, and structural vibration. These residuals will be used to introduce disturbances

into the system, representative of the disturbances encountered in flight.

Figure 6-18 shows optimal and neighboring optimal trajectories in the presence of

random disturbances representative of aerodynamic turbulence. It is apparent that the

turbulence has a minor effect on the trajectory. The inertia of the store acts as a physical

filter to reduce the effect of the high frequency disturbances and the controller performs

adequately. Figure 6-19 shows the response of the neighboring optimal controller for

increasing values of random disturbances. The turbulence signal is amplified one, three,

and five times with an increasingly dramatic effect on the trajectory. However, in all

five cases the optimal controller performs adequately and continually maintains a near

trimmed flight condition in the presence of large random disturbances.
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Figure 6-17. Aerodynamic coefficients estimated from flight test telemetry data for
mission 2265 (Mach 0.9 / 550 KCAS / 4800 ft).

Further analysis is needed to assess the performance of the neighboring optimal

controller for a truly stochastic system. However, this cursory look at the effect of

turbulence is promising, indicating further analysis is warranted.

6.2.2.5 Response to parameter variations

NOC can be used to provide optimal feedback control in the presence of small

constant parameter variations, provided the parameter variation is known or can

be estimated. When the parameter variation is unknown, the control is necessarily

sub-optimal but may still perform adequately.

For store separation, the parameter variations in the form of model uncertainties

and mass properties are significant. Model uncertainties are largely due to aerodynamic

effects, and may be considered a subset of the random disturbances considered in the

previous section. Trajectory characteristics are often sensitive to mass properties, such

as center of gravity (CG) location. One parameter that typically has a significant effect
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Figure 6-18. Optimal trajectory and neighboring optimal trajectory response to random
disturbances for mission 2265 (Mach 0.9 / 550 KCAS / 4800 ft).
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Figure 6-19. Optimal trajectory and neighboring optimal trajectory response to amplified
random disturbances for mission 2265 (Mach 0.9 / 550 KCAS / 4800 ft).
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on the store separation trajectory is the longitudinal center of gravity, xCG . The location

of the store longitudinal center of gravity relative to the aerodynamic center is known

to determine the aerodynamic stability. In fact, if the xCG is too far aft, the store will

become inherently unstable. For the example store, this occurs when the xCG is shifted

by approximately ten inches, ∆xCG = 10 inches. Figure 6-20 shows a series of unguided

(jettison) trajectories for the center of gravity −10 ≤ ∆xCG ≤ 10 at 5 inch increments. The

trajectories in Figure 6-20 were determined by setting all cost parameters to zero, e.g.

Qα = Qβ = Qp = Qq = Qr = 0 and Rδa = Rδe = Rδr = 0. The uncontrolled trajectory with

∆xCG = −10 inches is unstable and quickly departs from stable flight.

Figure 6-21 shows a series of trajectories for the same range of parameters. In

this case, the neighboring optimal control stabilizes an otherwise unstable store. The

control system provides stability augmentation and drives the store to a stable trimmed

flight condition for a large range of parameter variations. Thus, the neighboring optimal

controller clearly provides an advantage over the uncontrolled jettison.
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Figure 6-20. Unguided trajectories with parameter variations.

239



www.manaraa.com

0 0.5 1 1.5 2
−2

−1.5

−1

−0.5

0

0.5

A
ng

le
 o

f A
tta

ck
, α

s (
de

g)

0 0.5 1 1.5 2
−0.6

−0.4

−0.2

0

0.2

0.4

A
ng

le
 o

f S
id

es
lip

, β
s (

de
g)

 

 
Optimal Trajectory Neighboring Optimal

0 0.5 1 1.5 2
−10

−5

0

5

10

P
itc

h 
R

at
e,

 Q
B

I (
de

g/
se

c)

Time (sec)
0 0.5 1 1.5 2

−5

0

5

10

Y
aw

 R
at

e,
 R

B
I (

de
g/

se
c)

Time (sec)

Figure 6-21. Guided trajectories with parameter variations.

6.3 Flight Test Comparison

The examples considered in Sections 6.2.2.2 through 6.2.2.5 are based on the

parametric model constructed using system identification methods in Chapter 3. The

HBVP is solved using the parametric model, the NOC gains are derived using the

parametric model, and the wind axis simulation is executed using the parametric model.

This approach ensures consistency between the results; a valuable characteristic for

preliminary research. The results can be further examined by considering a blend of

parametric modeling and more conventional methods. In particular, the parametric

model can be used to solve the HBVP and determine the NOC gains, and then the

closed loop control system can be applied to a 6DOF simulation using conventional

multi-dimensional interpolation of an aerodynamic database. This approach provides

some additional assurance that the control system will operate effectively in the

intended environment. Using the NOC full-state feedback with time varying gains,

the implementation of a store separation autopilot is straight forward. The results are
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considered here in comparison with flight test data for subsonic and supersonic flight

conditions.

6.3.1 Subsonic Flight Test

Figure 6-22 shows a comparison of an optimal trajectory determined using

parametric modeling and a wind axis simulation using the NOC gains and conventional

wind tunnel database interpolation. The NOC gains were determined using the

parametric model evaluated along the optimal trajectory. The wind axis simulation is

dependent on the parametric model only through the closed loop control gains derived

from the HBVP and NOC solution. The nominal optimal trajectory and neighboring

optimal control gains are computed and stored external to the wind axis simulation.

During simulation, the reference trajectory x∗(t), reference control u∗(t), and control

gains K(t) are interpolated at each time step to determine the desired control input

u(t) = u∗(t) − K(t) (x(t)− x∗(t)). The results indicate that the controller performs well

when applied to a realistic flight simulation.

Figure 6-23 shows the same nominal optimal trajectory with a series of neighboring

optimal trajectories with varying initial conditions. The neighboring optimal trajectories

are determined using a wind axis simulation with interpolation of an aerodynamic

database in conjunction with closed loop feedback gains determined using parametric

modeling. The results substantiate the performance of the controller for a realistic flight

simulation with a range of initial conditions.

Store separation trajectory characteristics are affected by many variables, including

the initial conditions, flight conditions, store mass properties, and ejection forces. Due

to the variability of these effects, no two store separation flight test trajectories are

identical. To ensure safe and acceptable separation across the flight envelope, it is

important to consider a range of motion for each intended release condition. Repetitive

flight testing is prohibitively expensive and the range of motion is typically quantified

using modeling and simulation. A range of variables including initial conditions, mass
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Figure 6-22. Comparison of optimal trajectory and neighboring optimal wind axis
simulations for mission 2265 (Mach 0.9 / 4800 ft / 550 KCAS).

properties, ejection forces, etc. can be specified, and a multitude of simulations can be

conducted to determine the expected range of motion. The input parameters can be

varied randomly or deterministically, or a combination of both, to achieve the desired

range of trajectories. Simulations with randomly varying inputs are referred to as Monte

Carlo simulations. Those with deterministic inputs are referred to as a parametric

analysis or a designed experiment.

To further examine the performance of the store separation autopilot in the

presence of deterministic parameter variations, a multitude of flight test simulations

were conducted with and without guidance and control. The intent of this comparison

is to show the dramatic improvement in safety and acceptability that can be achieved

with guided store separation. The parametric analysis included variations in release
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Figure 6-23. Comparison of optimal trajectory and neighboring optimal wind axis
simulations with varying initial conditions for mission 2265 (Mach 0.9 / 4800
ft / 550 KCAS).

conditions, store mass properties, ejector properties, and aerodynamic damping

derivatives. The nominal and tolerance of each specific parameter is shown in Table 6-1.

Table 6-1. Factors for Parametric Analysis
Parameter Nominal Tolerance

Flight Conditions Mach 0.9 ± 0.05
Aircraft AoA 1 deg ± 1 deg

Store Properties Long. xCG 9.6 in ± 2 in
Lat. yCG 0 in ± 0.5 in

Ejector Properties Fwd Force 3000 lb Peak Force ± 10%
Aft Force 8000 lb Peak Force ± 10%
Total Force 11000 lb Peak Force ± 20%

Damping Derivatives Roll Damping clp -2.5 ± 50%
Pitch Damping cmq -74 ± 50%
Yaw Damping cnr -74 ± 50%
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Nine of the ten factors (excluding Total Force) in Table 6-1 were varied between

nominal, high, and low (three levels each) using a 1/2 fraction central composite

designed experiment, for a total of 275 runs.1 Note that 9 factors at 3 levels each

have 39 = 19683 possible combinations, and the central composite design is a very

economical way of simulating the range of parameters.

Figure 6-24 shows the angle of attack αs and angle of sideslip βs for the parametric

analysis. The figure includes 275 jettison (unguided) trajectories, 275 guided trajectories

using NOC, the nominal guided trajectory, and the flight test telemetry data for this

subsonic flight condition. Note that the guided trajectories begin at t = 0.05 sec, which

is the end of the ejection stroke. It is clear that the store separation autopilot significantly

reduces the variability in the wind axis incidence angles. The entire range of controlled

trajectories are within the range of motion demonstrated by a single uncontrolled flight

test, whereas the uncontrolled jettison trajectories exhibit large excursions in angle of

attack (−40 < αs < 40 deg) and angle of sideslip (−40 < βs < 30 deg).

Figure 6-25 shows the vertical position and vertical velocity for the simulated

flight test trajectories. The guided trajectories exhibit a tight grouping in comparison to

the jettison trajectories. Note that the nominal guided trajectory manifests a constant

slope equal to 32.2 ft/sec2 corresponding the the acceleration of gravity. Since the

store is axisymmetric and maintained near zero angle of attack, the aerodynamic lift is

essentially zero and the store accelerates evenly under the influence of gravity.

Figures 6-26 and 6-27 show the angular rates and orientation of the store during

separation. The store separation autopilot performs well for the entire range of

parameter variations and considerably reduces the range of motion in comparison

to the jettison (unguided) simulations.

1 The Total Force parameter was not varied independently. Rather it is a product of
the Fwd and Aft force variations, leaving 9 independent parameters.
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Figure 6-24. Parametric analysis (incidence angles) for jettison and guided store
separation corresponding to flight test 2265 (Mach 0.9 / 4800 ft / 550
KCAS).

6.3.2 Supersonic Flight Test

Section 6.3.1 focused on validation results for a subsonic flight condition. A

supersonic flight condition corresponding to mission 4535 (Mach 1.2 / 600 KCAS /

18kft) provides a more strenuous test case due to the stronger nonuniform flow field

effects. Despite the stronger flow field influence, the separation autopilot continues to

perform well.

Figure 6-28 shows optimal and neighboring optimal trajectories for comparison. The

optimal trajectory was computed using the parametric model constructed with system

identification. The optimal trajectory and control were stored and used to determine the

control inputs for the neighboring optimal trajectory. The neighboring optimal trajectory

was computed using a wind axis simulation with interpolation into an aerodynamic

database. The only dependency of the wind axis simulation on the parametric model

is through the time varying feedback control gains. Figure 6-29 shows a series of
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Figure 6-25. Parametric analysis (vertical velocity and translation) for jettison and guided
store separation corresponding to flight test 2265 (Mach 0.9 / 4800 ft / 550
KCAS).
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Figure 6-26. Parametric analysis (pitch) for jettison and guided store separation
corresponding to flight test 2265 (Mach 0.9 / 4800 ft / 550 KCAS).
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Figure 6-27. Parametric analysis (yaw) for jettison and guided store separation
corresponding to flight test 2265 (Mach 0.9 / 4800 ft / 550 KCAS).

neighboring optimal trajectories with varying initial conditions. The results from both

figures indicate that the neighboring optimal controller works well when applied to a

realistic flight test simulation.

Finally, Figures 6-30 and 6-31 show the results of a parametric analysis using the

same set of parameters shown in Table 6-1. The results are similar, providing further

validation of the controller in the presence of a strong nonuniform flow field.
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Figure 6-28. Comparison of optimal trajectory and neighboring optimal wind axis
simulations for mission 4535 (Mach 1.2 / 600 KCAS / 18kft).
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Figure 6-29. Comparison of optimal trajectory and neighboring optimal wind axis
simulations with varying initial conditions for mission 4535 (Mach 1.2 / 600
KCAS / 18kft).
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Figure 6-30. Parametric analysis (incidence angles) for jettison and guided store
separation corresponding to flight test 4535 (Mach 1.2 / 600 KCAS / 18kft).
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Figure 6-31. Parametric analysis (pitch) for jettison and guided store separation
corresponding to flight test 4535 (Mach 1.2 / 600 KCAS / 18kft).
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6.4 Chapter Summary

Guided store separation involves parametric modeling of the spatially variant

aerodynamics, determination of a preferred trajectory that satisfies safety and

acceptability objectives, and design of a feedback controller that accounts for model

uncertainties, varying initial conditions, and flow field perturbations. These objectives

have been accomplished in detail using system identification, trajectory optimization,

and neighboring optimal control. Chapters 3 through 5 presented the necessary

theory and examples using a simplified planar store separation problem. This chapter

demonstrates the rigorous application of this theory to a full six-dimensional store

separation flight test analysis. The optimal trajectories and neighboring optimal feedback

gains were computed using a parametric model and a wind axis simulation using

conventional database interpolation methods was used to validate the controller in a

realistic flight test simulation environment. The results indicate that the store separation

autopilot performs well under a variety of conditions, demonstrating the significant

improvement in separation characteristics that may be obtained using guided store

separation. While this analysis is not exhaustive, the results are promising and indicate

that further research and application is warranted.
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CHAPTER 7
CONCLUSIONS

7.1 Summary

Combat aircraft utilize expendable stores such as missiles, bombs, flares, and

external tanks to execute their missions. Safe and acceptable separation of these stores

from the parent aircraft is essential for meeting the mission objectives.

A store released from an aircraft in flight must traverse a nonuniform and unsteady

flow field that may include complex shock interactions, large velocity gradients, regions

of locally separated or reversed airflow, and severe flow angularity in the form of

sidewash and downwash. Stores released from an internal weapons bay may also

be subjected to a wake disturbance from the spoiler, dynamic pressure and velocity

gradients across the shear layer, high frequency vibrations due to acoustic noise, and

large perturbations in flow properties due to cavity oscillations.

Although the region of nonuniform flow near the aircraft is exceedingly small

compared to the full length of the store ballistic or fly-out trajectory, the effects are

significant. The flow field characteristics may cause the store to exhibit behavior that

compromises the safety of the airframe and crew or that compromises the effectiveness

of the store itself. Modern guided munitions are designed with an onboard guidance

and control system to enable precise engagement of the intended targets. However,

the control system is not usually activated until the store is sufficiently far away from

the aircraft to avoid any potential interference. Often, the separation-induced transients

result in large perturbations from the desired flight attitudes that require a dedicated

“rate-capture” phase for recovery before the munition can begin the fly-out trajectory.

In the relatively few cases where the autopilot is engaged earlier (to prevent build-up

of irrecoverable rates and attitudes), the mutual aerodynamic interference between the

store and aircraft is neglected in the autopilot design leading to increased risk through
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reduced confidence in simulation capabilities and potentially unsafe behavior of the

autopilot reacting to flow field perturbations without consideration of the nearby aircraft.

An alternative approach is to design a guidance and control system that leverages

the aerodynamic interaction between the store and aircraft to achieve desirable

trajectory characteristics. The development of a store separation guidance and control

system, or “store separation autopilot” is the primary focus of this research.

This research and dissertation proceeds in several phases. The store separation

equations of motion and aerodynamic modeling approach are developed in Chapter 2.

Relevant techniques in system identification are described in Chapter 3 and applied to

store separation to develop a parametric model for the spatially variant aerodynamics

of a store during separation. Trajectory optimization is explored in Chapter 4 and the

1st order conditions for optimal store separation are developed using classical optimal

control theory. Chapter 5 focuses on feedback control using neighboring optimal

control to account for variations in initial conditions, system parameters, and flow field

perturbations. Finally, Chapter 6 provides an extended application to demonstrate the

efficacy of guided store separation for a representative store separating from an F-16

aircraft. A detailed outline for each chapter is summarized below.

Chapter 1. Store separation engineering is described and the motivation for

guided store separation is considered. The three-part process of system identification,

trajectory optimization, and feedback control is introduced and a brief sketch of the

research approach and contributions for each area is presented. Finally, a case study

consisting of a representative mid-sized guided munition released from the F-16 tactical

aircraft is introduced.

Chapter 2. A comprehensive framework for store separation modeling and

simulation is presented. The equations of motion are derived from first principles

with consideration of specific coordinate systems and aircraft maneuvers. The equations

of motion are derived in both body and wind axes and consolidated in state space form.
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Store separation aerodynamic modeling using wind tunnel test data is described and

some representative data are presented. The store separation equations of motion

are extended for the purpose of flight test data reduction and trajectory reconstruction.

Actual flight test data are presented to validate the modeling approach and flight test

data are compared to simulated trajectories with favorable results. This brief overview of

established store separation methodology provides a solid foundation for the remaining

research developments.

Chapter 3. An overview of system identification as applied to flight vehicles is

presented and application of SID to store separation is considered. A multisine signal

is selected to generate an arbitrary number of inputs that are mutually orthogonal

and adhere to a uniform power spectrum, providing an excellent framework for

simulation-based system identification. Model structure determination is accomplished

using multivariate orthogonal polynomials and parameter estimation is accomplished

using the equation error method. Freestream system identification is considered first,

resulting in a nonlinear multivariate polynomial model with constant coefficients. The

same approach is extended to spatially variant system identification resulting in a

nonlinear multivariate polynomial model with spatially variant coefficients. These models

are restated in a compact matrix form, providing a single compact parametric model

determined directly from wind tunnel test data. The parametric model is compared to

wind tunnel and flight test data with favorable results.

Chapter 4. Trajectory optimization is introduced and the store separation problem

is restated as an optimal control problem. Store separation is particularly well suited for

trajectory optimization using safety and acceptability standards as a performance metric.

The equations of motion, parametric model, and desirable trajectory characteristics are

combined to establish a well formed optimal control problem and the classical calculus

of variation approach is used to derive the first order necessary conditions for optimal

store separation. The results form a two point Hamiltonian boundary value problem that
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must be solved numerically to determine a feasible open-loop extremal trajectory. The

HBVP is readily solved using collocation techniques and provides significant insight

into store separation dynamics and control. The final result is a nonlinear, open-loop,

extremal trajectory that satisfies the dynamic constraints and minimizes a safety and

acceptability performance index. An example using a simplified aerodynamic model and

motion confined to the vertical plane is considered in detail.

Chapter 5. The open-loop extremal trajectory considered in Chapter 4 is an

exciting development but poses a significant limitation. Each set of initial conditions

requires an independent solution of the HBVP. The numerical solution is computationally

intensive and not guaranteed to converge. Furthermore, the HBVP implicitly assumes

perfect knowledge of the model and operation in a noise free environment. For these

reasons, the open-loop control is not suitable for implementation. Rather, neighboring

optimal control is used to construct a linear-optimal feedback controller that accounts

for variations in initial conditions, model uncertainties, and disturbances along the

optimal path. The neighboring optimal controller is based on feedforward of the nominal

extremal solution and feedback control that minimizes the original cost function to

second order in the presence of disturbances along the optimal path. NOC is extended

to consider cases with terminal costs, terminal constraints, path/control inequality

constraints, and parameter variations. Infinite Horizon Neighboring Optimal Control is

introduced to provide a controller that accounts for the spatially variant aerodynamics

through time varying gains near the aircraft and converges to a linear time invariant

controller in far field conditions. The IHNOC strategy is ideally suited for store separation

and simulation results show favorable performance even in the presence of significant

parameter variations and turbulent wind gusts.

Chapter 6. Finally, store separation modeling and simulation, system identification,

trajectory optimization, and feedback control are unified in a single extended case study.

The case study considers separation of a representative guided munition from the
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F-16 aircraft. Trajectory optimization is applied to the nonlinear six-degree-of-freedom

equations of motion incorporating the parametric model developed in Chapter 3. Infinite

Horizon Neighboring Optimal Control is used to determine time-varying gains that

explicitly depend on the spatially variant aerodynamics. The resulting store separation

autopilot is validated using a realistic flight test simulation with variations in initial

conditions, system parameters, and random disturbances. The analysis is far from

exhaustive but the results are promising, indicating that further research is warranted

and real world application may be feasible in the near future.

7.2 Contributions

The primary contribution of this research is development of a comprehensive

framework for guided store separation that includes parametric modeling, trajectory

optimization, and feedback control. The contributions demonstrated in this work along

with potential applications are discussed below.

System Identification. This research is the first attempt to construct a parametric

model for store separation aerodynamics using system identification. This parametric

model is useful in its own right and provides insight into the aerodynamic interaction

between the store and aircraft. This approach may also prove to be useful for flight

through a nonuniform flow field, such as an aircraft in ground effect or an aircraft flying

through a wake vortex, microburst, or wind shear. The key feature of spatially variant

system identification is the availability of an accurate aerodynamic database and the

techniques demonstrated herein may also be useful for mapping other nonlinear effects,

such as high-alpha flight or stall effects. Other applications outside of the aerospace

industry may benefit from the demonstration of established techniques in the context of

simulation-based system identification.

Trajectory Optimization. This research is the first attempt to apply optimal control

theory to determine a “best case” separation trajectory. The more prevalent trend

in store separation is to emphasize the “worst case” trajectory to ensure safety and
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acceptability in even the most adverse conditions. Trajectory optimization provides a

framework for the store separation engineer to actually design a preferred trajectory

that inherently satisfies the constraints of the system under consideration. Rather

than relying on passive control through aircraft limits and ejector settings, trajectory

optimization gives the store separation engineer another degree of freedom for

maximizing the capability of a specific aircraft/store combination while providing a

direct way to address safety and acceptability. The application of trajectory optimization

for guidance of a store through a nonuniform flowfield bears some resemblance to other

aerospace challenges, including landing of an aircraft in ground effect or variable

winds, aircraft wake-vortex encounter, flight through a microburst or wind shear,

flight through severe wind fields in an urban environment, employment of hypersonic

research vehicles from high-altitude carrier planes, and flight of multiple aircraft in close

proximity such as cooperative configuration or aerial refueling. The first order optimality

equations developed in Chapter 4 are general enough to describe many other trajectory

optimization problems, provided that the aerodynamics can be modeled appropriately.

Feedback Control. This research is the first attempt to develop a feedback

control system that explicitly accounts for the spatially variant aerodynamics of a store

during separation. Neighboring optimal control is an elegant and versatile approach

for implementing real-time optimal control and it is particularly well suited for store

separation. Rather than react to adverse flow conditions during separation, NOC can

be used to account for the deterministic flow field features a priori and actually leverage

the aerodynamic interaction between the store and aircraft to improve separation

characteristics. The heavy computational burden is placed up front and the final result

is a simple linear time variant controller than can be readily implemented with existing

hardware and firmware common to any modern guided munition. Thus, NOC provides

a way to accomplish dramatic improvement in separation characteristics with very

little additional complexity of the store guidance and control system. The additional
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features incorporated by Infinite Horizon NOC provide a controller that accounts for the

spatially variant aerodynamics near the aircraft and rapidly converges to a time invariant

regulator in far field conditions. In some cases, the time invariant controller may prove

sufficient for the remaining fly out trajectory, allowing construction of a single continuous

autopilot for the entire mission profile. The IHNOC strategy may also find application

outside of store separation. In particular, IHNOC may be useful for any system that

must traverse a nonlinear operating or startup condition, followed by operation near an

equilibrium condition for an indeterminate length of time. Regardless, the NOC approach

demonstrated here provides a safe and effective method for implementing guided store

separation in a realistic environment.

7.3 Future Work

The results presented in this research are inherently dependent on the case

study considered. The case study was selected in part due to the benign separation

characteristics and adequate control authority. The results demonstrated herein

may not be representative of a more challenging system or a store with insufficient

control authority. However, every effort has been made to develop a framework that is

extensible and applicable to a variety of aircraft/store combinations. Further analysis of

stores that are inherently sensitive to flow field conditions or stores that must traverse

extremely challenging flow field conditions would be a valuable next step. In particular,

application of a store separation autopilot for a store released from an internal weapons

bay would offer tremendous insight into the extensibility of this approach.

Store separation from an internal weapons bay would also introduce another

challenging element, namely a turbulent and non-stationary flowfield. Although some

effort was made in this study to demonstrate the effectiveness of a store separation

autopilot in a turbulent flow field, a more appropriate analysis would involve design of

an autopilot with explicit consideration of the flow field characteristics. The introduction

of a randomly varying disturbance to the system description places the problem in the
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domain of stochastic optimal control. Although the application of stochastic optimal

control is beyond the scope of this research, the results documented here provide a

solid framework for continued research. Extension to stochastic control as well as other

extensions are explored in more detail below.

7.3.1 System Identification

The parametric model constructed using system identification in this study is

based entirely on wind tunnel test data. This resource was selected primarily due to the

ease of implementation and rapid iteration necessary for a preliminary investigation.

With improved expectations based on these results, a valuable next step would be to

apply system identification to CFD to construct a parametric or reduced order model.

The biggest challenge in accomplishing this task is to reduce the amount of “training”

data required to construct the model. System identification techniques that have been

developed for use with adaptive control, such as recursive least squares [24, 34], may

be useful for identifying an aerodynamic model for a store immersed in a nonuniform

flow field.

The parameter identification method used in this study is the equation error method.

However, this approach may not be valid for CFD-based system identification. Many

viscous flow solvers include a turbulence model that is necessary to emulate the

flow physics and introduces random perturbations into the predicted aerodynamic

coefficients. The equation error method is known to perform poorly in the presence

of turbulence [24, 34]. A more suitable choice would be the filter error method, which

relies on a Kalman filter variant to propagate the states. Several authors, including

Jategaonkar [34], Greenwell [64], Young [69], Klein [24] and Morelli [76], have shown

that the filter error method can be used with state augmentation to estimate time-varying

parameters. Application of this approach to a CFD-based system identification is

promising and merits further investigation.
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7.3.2 Trajectory Optimization

The classical indirect approach to optimal control used in this research is very

effective and provides a tremendous amount of insight into the dynamics and control of

store separation. However, it is also difficult to implement correctly and relies on a fairly

complex aerodynamic model. Two methods for improvement are suggested.

First, it is possible to replace the parametric model with a purely empirical model.

In the latter case, the aerodynamic coefficients are determined using interpolation

of a wind tunnel or CFD database, and the aerodynamic gradients are determined

by local finite difference or some other numerical differentiation method. With this

approach, an algorithm could be developed once and applied to a range of aircraft /

store combinations. A purely numerical approach was considered in this research,

with some success, but found to be too computationally expensive for a preliminary

investigation.

Second, trajectory optimization using direct methods may be a valuable next

step. Optimal control research is dominated by investigations into direct numerical

optimization techniques, such as the Gauss Pseudospectral method [95, 108, 118, 119,

125, 157]. These methods do not require an analytical representation of the problem

and avoid challenges associated with the costate and 1st order optimality conditions.

The convenience comes at the price of less insight into the dynamics and control, but

this may be an acceptable tradeoff for long term application of optimal control to store

separation.

7.3.3 Feedback Control

The results of the neighboring optimal control approach used in this research is

promising. However, further development is required before this approach is suitable for

real-world implementation. In particular, two limitations are important to note.

First, careful inspection of the preceding results indicate that the controller is

able to respond instantly to changes in the trajectory, which is of course an unrealistic
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approximation. In reality, the control surface deflections are limited by the actuator

response, which is itself a dynamic system. The control actuators need to be modeled

appropriately to assess the impact on the performance of the controller. This feature

was not included in the present research because (1) an actuator model is highly

specific and requires detailed knowledge of the system that is unavailable to the author

and (2) any potential control strategy faces the same actuator limitation, so this limitation

is somewhat independent of the particular control strategy employed.

Second, the control strategy in this research is based on full state feedback and

it was tacitly assumed that all states are available for feedback. In practice, not all

of the states can be measured directly and even those that are can be affected by

measurement noise. Thus, full state feedback must incorporate a state estimator

to be realized in practice. Due to the nonlinear and spatially varying aerodynamics,

development of a suitable state estimation technique is not trivial and may degrade

the performance of the controller. This limitation is beyond the scope of the present

research, but something that needs to be investigated to improve the readiness of the

technology.

7.4 Concluding Remarks

The intent of this research is to demonstrate an improvement in safety and

acceptability by applying system identification and trajectory optimization to achieve

guided store separation. In many ways, the results exceeded the author’s expectations.

The application of system identification to store separation required a thorough

investigation, but resulted in a compact parametric model with several desirable

features. The mathematics behind the classical approach to optimal control are

formidable, but provided a comprehensive and robust approach for finding a preferred

reference trajectory. The neighboring optimal control strategy required a tremendous

amount of problem solving and numerical methods, but resulted in an effective and

elegant time varying controller that performed well in every situation examined so far.
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Together, system identification, trajectory optimization, and feedback control provide

a viable solution to the original research objective with promising potential for future

real-world application.
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